1. Introduction

In today’s world, human factor role in the enterprise activity is difficult to overestimate. Planning in the field of personnel management is an integral part of strategic and tactical planning of company development. Tasks, which are set for planning in the personnel management area, should provide a company with human resources within a set time.
limit and clearly plan organization of the process of effective staff hiring and development. Deviations from the plan cause significant unpredictable financial and time costs.

Every enterprise has its own peculiar internal structure, which is why a model of predicting an employee’s decision-making in each individual case will include its own variety of factors.

When searching for ways to improve effectiveness of enterprise functioning under current conditions, the emphasis should be placed on a particular individual. It is clear that successful existence of any enterprise depends on the way the tasks are performed at each level of management and execution.

The most important task for human resource managers is the motivation creation for employees so that they should work better and more. However, motivation is related to the mental condition of a person. It forms both behavior and behavioral boundary, the space a person regards as his own, understanding of oneself and inherent personality.

Having a prediction assessment of an employee’s decision to quit, an expert in the company’s human resource department will be able to receive a signal, and pay attention to a particular employee or a group of employees. If employees belong to a risk group, it is necessary to respond timely with a system of measures for personnel policy.

Thus, prediction of behavior of an employee considering a change of work is the most important task of personnel management. In addition to explicit motivating factors that influence decision making of an employee, it is necessary to consider a number of demographic factors. The impact of these factors remains insufficiently studied, which leads to the staff turnover of a company and subsequent unforeseen financial and time costs. Therefore, study of methods to predict staff turnover is a relevant task.

2. Literature review and problem statement

A subject of effective human resource management has already become one of the central in the literature on personnel management. Identification of risks associated with personnel management has been actively covered in the literature for more than two decades [1]. However, the risks associated with human resources have not been explored at such a scale as other types of risks. This trend is predetermined by a variety of factors, complexity of their agreement, as well as a need to keep account of competence for specific jobs and positions. Paper [2] considered the capabilities of software, mathematical and statistical methods for the estimation and analysis of competence in personnel information systems. The use of quantitative analysis provides an accurate account of the competence, which may be used in many different areas. The standard model of competence, considering professional, innovative and social factors was presented. However, one should note its inertness in terms of risks of staff turnover.

Thus, in [3], authors considered articles related to risks in the field of personnel management. The studies focus on a review of more than 150 publications, since 2000 and up to now, which considered human resource problems through the prism of risks for a company. In [3], the need for more comprehensive and large-scale research into personnel resources was substantiated.

A variety of models of human resource management explores a relation between the policy of a human resource department and company's management and the degree of job satisfaction and risk of employees' quitting [4]. Let us consider these factors in more detail. In particular, article [5] presents a whole variety of psychometric information. Such components of the personality profile as energy, commitment, professional enthusiasm were distinguished. The proposed aspects, in combination with professional qualities, provide the largest efficiency and reduce the risk of employees' quitting. It is also possible to follow the link between the risks related to social activity and communicative traits of a personality [6]. At the same time, work satisfaction depends on demographic characteristics [7]. Paper [8] highlighted a number of the following aspects: possibility of professional growth, the size of an enterprise, salary level. Psychological state of an employee also depends on stressful situations that can be caused by a variety of tasks or requirements for new or different skills of an employee [9]. Comfortable working conditions are often associated with the lack of psychological pressure in a team [10]. It should be noted that the assessment of a degree of job satisfaction is more objective in the case of using surveys when an employee can independently define his emotions and mood [11].

The study of approaches to the prediction of staff turnover was paid particular attention to throughout the whole period of existence of human resource management. However, most studies still focused on labor productivity, neglecting the psychometry of an employee. In article [12], authors successfully apply some aspects of a personality profile. To forecast the prospects for a successful career in a company, such factors as a degree of employee’s emotional resilience to load and stress were highlighted. In paper [13], on the basis of logistic regression, results of the forecasting model regarding relation between controlling variables and staff turnover were confirmed.

Given above studies [1–13], and taking into account a variety of indicators that affect staff turnover, the use of full automation for building a predictor will lead to the loss of information. For the purpose of objective risk assessment, it is necessary to engage specialists from a human resource department at different stages of prediction. This way of modeling the predictor on the basis of logistic regression will make it possible to take into account current human resource strategy of a company.

That is why in the present study main focus is aimed at the development of methods for predicting behavior of employees and motivational and demographic factors that influence decision making on changing a job of an employee.

3. The aim and objectives of the study

The aim of present study is to predict behavior of an employee concerning making a decision on changing a job with regard to demographic factors and factors of job satisfaction.

To accomplish the set aim, the following tasks had to be solved:
- to explore certain processes in the management of staff turnover in order to detect existing data sets and possible risk factors for an increase in turnover;
- to develop a method for predicting the intention to quit and for the identification of the most critical factors that will
4. Methodology for the prediction of staff turnover

4.1. Collection and preparation of data

For the purpose of analytical study, and in order to model staff turnover, it is planned to examine the following basic datasets that usually exist (or may be collected) at an enterprise:

1. Personal data collected on the basis of personal records of Human Resource Department. This dataset usually includes basic demographic data such as age, gender, marital status, existence of minor children and others. Additionally, the data, which describe the general indicators of staff turnover in separate spheres of activity of a company or at some positions, may be taken into account. It is also necessary to consider the reasons for previous quitting, the number of years that an employee spent in various positions, and others.

2. Results of employees’ surveys on their degree of satisfaction with the current place of employment. Such questionnaires usually include questions that characterize self-realization in the profession, salary level, relations in the collective, respect in society and others. One factor for making an important decision as for one’s career prospect is not, as a rule, enough.

Most often, when answering the questions, an employee should express the extent of his agreement/disagreement by the Likert scale, which may take the following form:

- 1 = do not agree at all;
- 2 = do not agree;
- 3 = rather do not agree;
- 4 = rather agree;
- 5 = agree;
- 6 = totally agree.

3. The last but the most indispensable element of this set is the data whether an employee quit or did not, after a control period of time (quarter, half a year, year), after conducting a survey.

On the basis of such aspects, a specialist in charge of development and management of human resources will be able to respond timely and pay attention to a particular personnel.

A number of factors that need to be analyzed in order to identify the employees that fall into a risk zone of quitting may reach several dozen. Multi-dimensional analysis cannot be performed only on the basis of the expert (human) assessment. Automated construction of full-scale models also does not meet testing prediction accuracy. In addition, with the use of automated approach, expert opinion is completely ignored, which is also a disadvantage. The best solution would be to develop a combined automated approach that will make it possible to obtain mathematical evaluation, and to engage experts at every stage of selection of the most significant factors.

4.2. Method of modeling a nonlinear predictor of staff turnover

The method of modeling a nonlinear predictor, which is being developed, includes 4 main stages to examine an influence of demographic factors and factors of job satisfaction on the staff turnover. The study is carried out from data agreement through evaluation of correlation links to the construction of a regression model. At each stage, it is possible to repeat several times a procedure for selection of the most optimal set of factors, relevant to the experience of an expert and personnel policy of the company. At the last stage, modeling of the predictor by the computed coefficients of the regression model is performed.

Let us enumerate the stages of modeling the nonlinear predictor:

1. Conducting interviews and testing coherence of the obtained responses.
2. Analysis of correlation between characterizing factors and staff turnover.
3. Creation of a generalized regression model of dependence of turnover on selected factors.
4. Modeling of nonlinear predictor on the basis of logistic regression by the coefficients of the model, constructed at the previous stage.

Stage I. Testing consistency of survey data and making decision on their combination.

To assess internal consistency (reliability) of testing results, it is supposed to use Cronbach’s Alpha as a degree of consistency, known also as Guttman’s $\lambda_3$.

Cronbach’s Alpha is calculated by comparing a rating for each element of the questionnaire with a general summary result for each respondent and successive comparison with the variances of individual elements:

\[
\alpha = \frac{k}{k-1} \left( 1 - \frac{\sum_{i=1}^{k} \sigma_i^2}{\sigma_x^2} \right)
\]

where $k$ is the number of elements in the questionnaire, $i$ is the number of respondents, $Y_i$ is the answers of the $i$-th respondent, $X$ is the total result of every respondent, $\sigma_i^2$ is variance of the $i$-th element, $\sigma_x^2$ is variance of the final result.

The resulting coefficient of reliability $\alpha$ may take values from 0 to 1. If all elements of the questionnaire (or its subgroup) are completely independent on each other (that is, not correlated), then $\alpha=0$; and, conversely, if all elements have high co-variations, then $\alpha$ is approaching 1. In other words, the higher coefficient $\alpha$, the higher total co-variance of the elements and the higher the probability that all measurements are parts of one and the same basic concept.

Although the standards on which factor $\alpha$ is “good” are completely arbitrary and depend on your theoretical knowledge about the examined phenomenon, most methodologists recommend a minimum coefficient $\alpha$ between 0.65 and 0.8 (or higher in many cases). High consistency indicators allow data aggregation into groups, thus reducing the number of factors.

Coefficients $\alpha$, which are lower than 0.5, are usually unacceptable, especially for the questionnaires, which are supposed to be parts of one examined phenomenon. In this case, it is advisable to use elements of the questionnaire as separate, not interdependent factors.

It should be noted that in a number of cases responses to the survey would require preliminary scaling and rever-
sal. This is caused by the fact that some questions assume
answers on scales with a varying number of points (for
example, some by the agreement scale from 1 to 6 (as in our
example) or from 1 to 10, some on the frequency scale from 1
to 5 (frequently, regularly, occasionally, sometimes, never)).
Quite often questions are compiled not only in a positive
manner, but also in negative, requiring an appropriate reversal
before the test.

Stage 2. Correlation analysis between factors and staff
turnover.
The method for calculation of correlation coefficient
depends on the type of scale that includes variables. Thus,
to measure variables with interval or quantitative scales, it is
necessary to use the Pearson correlation coefficient. If at
least one of the two variables has the ordinal scale, or is not
normally distributed, it is necessary to use the Spearman
ranking correlation or Kendall tau.

In the case of socio-demographic and personnel data,
different types of scales, including ordinal scale
(survey data by the Likert scale), rational scales (for exam-
ple, age), nominal scales (for example, reasons for quitting
previous job) are used.

In addition, the dependent variable is represented in the
binary (dichotomous) scale. In the case where one of
the variables is dichotomous, it is recommended to use a
rank-biserial correlation. This coefficient is a special case of
Somers’ D.

Rank-biserial correlation is calculated by the following
formula:

\[ R_{bi} = 2(Y_1 - Y_0)/n, \]

where \( n \) is the number of data pairs in a sample, \( Y_0 \) is the
mean value \( Y \) for data pairs with \( x = 0 \), \( Y_1 \) is the value of \( Y \) for
data pairs at \( x = 1 \).

After calculation of correlation coefficients, a researcher
may exclude a part of the factors from subsequent processing
in the case their quantity is large. Excessive number of
factors typically decreases the quality of a regression model.

Stage 3. Construction of a regression model with select-
ed factors and staff turnover outcome.
The problem of prediction of a certain value or a spe-
cific object behavior by the set of independent factors can
be solved using a regression analysis. In a general form, a
mathematical model, which is constructed on the basis of
experimental data, takes the following form:

\[ Y = f(x_1, x_2, \ldots, x_n) + \varepsilon, \]

where \( f \) is the dependence function (the analytical form
of which is examined); \( x_1, x_2, \ldots, x_n \) are the vector of values
of influencing factors (or variables that explain a result); \( Y \) is the
result or response; \( \varepsilon \) is the random error.

The analytical method choice is based on several posi-
tions:
- number of influencing factors;
- type of explanatory data;
- type of resulting variable;
- probable laws of distribution of explanatory data and
the resulting variable.

Because the examined dependent variable is dichoto-
mous (binary), the appropriate method of regression analysis
is logistic regression. Logistic regression is used to describe
data and to explain the relationship between one independent
binary variable and one or more nominal, ordered, interval
or rational quantitative independent variables.

Mathematically, logistic regression assesses a set func-
tion of linear regression, which is determined as follows:

Let \( x = (x_1, \ldots, x_p)^T \) be a vector of explanatory variables,
and the output variable takes \( y = 1 \) or \( y = 0 \). Then, the model
that describes the output variable takes the following form

\[ \logit(p) = \ln \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 x_{i1} + \ldots + \beta_n x_{in}, \]

When constructing a regression model in logistic regres-
sion, one of the most important concerns is overfitting of
the model. Addition of independent variables to the logistic
regression model will always increase its statistical reliabil-
ity. However, though model extension by increasing number
of variables improves its data consistency, this way sub-
stantially impairs prognostic characteristics of the model.
Therefore, the first two stages of the developed method allow
a researcher to decrease the number of influencing factors.
As a result of the model construction and after quality eval-
uation tests conducting, its coefficients will be computed,
as well as an assessment of which of the influencing factors
are significant and which are not. To improve the model, it
is sometimes advisable to perform sequential reduction of
influencing factors under an information criteria control,
like the Akaike information criterion (AIC).

Stage 4. Construction of a nonlinear predictor of staff
turnover.

Logistic regression implies that the dependent variable is a
random event, and, in this sense, the constructed logistic
regression may be used as a prediction function. We model
conditional probability \( y = 1 \), designated as \( p(y = 1|x) = \pi(x) \),
using the previously constructed model of logistic regres-
sion. Then the non-linear predictor of event occurrence \( Y=1 \)
will take the following form:

\[ P(Y=1) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x_{i1} + \ldots + \beta_n x_{in})}}. \]

To check the quality of modeling the predictor, it is ad-
visable to split the existing dataset into a training sample
(for direct construction of the model at the third stage) and
a reference sample (for checking the quality of prediction at
the fourth stage).

Having applied the constructed predictor to the exist-
ing staff structure, it is possible to identify employees who
belong to the group with turnover risk, and thus require
special attention from the human resource department and
the company top managers.

5. Verification of developed methods and models

For experimental verification of the developed method
for analysis, a sample of 216 respondents at 17 variables was
prepared: 8 demographic and personnel factors, 8 satisfac-
tion factors and an output dichotomous variable “quit/did
not quit”. All factors (name and content) are given in Table 1.
Job satisfaction questionnaire included eight questions:

a. If I want to, I have real opportunities to be promoted;
b. My work place is conveniently located from my home;
c. It is interesting for me to solve problems that arise in
my work;
d. I do not like the way my boss treats me;
e. I have a convenient work schedule;
f. I feel pride and sense of personal accomplishment from my work;
g. I do not get satisfaction from working with their colleagues;
h. I receive appropriate payment for the work I perform.

The respondents gave all the answers by the same six-point Likert scale (absolutely disagree; disagree; rather disagree; rather agree; totally agree). That is why the pre-scaling of these data is not required. Most of the questions have a positively oriented scale (a, b, c, e, f, h), but some of the questions have a negatively oriented scale (d, g). Therefore, the responses received to these questions should be reversed.

The developed method was experimentally implemented in the environment RStudio using the program language of statistical computations R. At different stages, the following packages were used: psych (the function alpha() to calculate the Cronbach's Alpha, the function biserial() to calculate correlation coefficient using the method of ranking biserial correlation), and the packet glm (the function glm() to construct a regression model and function predict() to calculate prediction values).

Preliminary review of data and elementary calculations using the functions summary() and mean() from the programming language of statistical computations R allowed us to observe the following:

1. Statistics of the staff turnover according to column Quit. The number of employees who quit makes up only 15% (32 employees from 216), the majority – respectively 85% (124 employees) continued working.

2. Mean values by all the job satisfaction factors are larger than the a priori mean value that is equal to 3.5 for all scales since one to six.

Mean values for all factors are given in Table 2. Thus, it may be concluded that most employees are satisfied with their job.

At the first stage of the research, evaluation of reliability of the data on the results of the survey is conducted, that is, answers from 216 respondents to 8 questions concerning job satisfaction factors. Calculation of the Cronbach’s Alpha by formula (1) and using the function psych::alpha() in R showed that the consistency coefficient of job satisfaction factors makes up 0.66.

**Table 1**

<table>
<thead>
<tr>
<th>Name of indicator</th>
<th>Name of variable for calculations</th>
<th>Content of indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic indicators</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Gender</td>
<td>Gender of employee. <em>Indicator is measured on nominal scale.</em></td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
<td>Age of employee. <em>Indicator is measured on rational scale.</em></td>
</tr>
<tr>
<td>Marital status</td>
<td>Marriage</td>
<td>Indicator reflects current marital status of an employee. It is measured in points from 0 and 1, where unity indicates that an employee is married, zero that he is single. <em>Indicator is measured on dichotomous scale.</em></td>
</tr>
<tr>
<td>Children</td>
<td>Children</td>
<td>The number of minor children. <em>Indicator is measured on ordered scale.</em></td>
</tr>
<tr>
<td>Education</td>
<td>Education</td>
<td>Education of employee. It is measured in points, where 1 is higher education, 2 is special education, 3 is secondary education. <em>Indicator is measured on nominal scale.</em></td>
</tr>
<tr>
<td><strong>Personnel factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average term of employment</td>
<td>YearStay</td>
<td>Average term an employee has worked in one position is measured in years. <em>Indicator is measured on pseudometric scale.</em></td>
</tr>
<tr>
<td>Reason of changing previous job</td>
<td>ChangeReason</td>
<td>This <em>indicator is nominal</em> and is measured from one to seven points: 1 is dissatisfaction with salary level, 2 is a conflict, 3 is making position redundant, 4 is enterprise closure, 5 is change of residence, 6 is change of working conditions, 7 is for personal reasons.</td>
</tr>
<tr>
<td>Turnover in professional area</td>
<td>PercentQuit</td>
<td>Turnover in professional area is represented in percentage form. <em>Scale of indicator is rational.</em></td>
</tr>
<tr>
<td><strong>Job satisfaction (by a survey).</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All scales of indicators in this section include from 1 to 6 – ordered Likert scale</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Payment rate</td>
<td>Pay</td>
<td>I get appropriate payment for the work I perform.</td>
</tr>
<tr>
<td>Atmosphere in workforce</td>
<td>Colleagues</td>
<td>I do not enjoy working with my colleagues (reversed for further analysis)</td>
</tr>
<tr>
<td>Self-realization in profession</td>
<td>Realization</td>
<td>I feel pride and sense of self-realization from my work</td>
</tr>
<tr>
<td>Relationships with authorities</td>
<td>Chief</td>
<td>I do not like the way my boss treats me (reversed for further analysis)</td>
</tr>
<tr>
<td>Interesting tasks</td>
<td>Interest</td>
<td>It is interesting for me to solve problems that arise in my work</td>
</tr>
<tr>
<td>Career growth</td>
<td>Career</td>
<td>If I want to, I have a real opportunity to be promoted</td>
</tr>
<tr>
<td>Convenience of work site location</td>
<td>Situated</td>
<td>My place of work is conveniently located from my home</td>
</tr>
<tr>
<td>Working schedule</td>
<td>Scheduled</td>
<td>I have convenient working schedule</td>
</tr>
<tr>
<td><strong>Output dichotomous variable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quit</td>
<td>Quit</td>
<td>Indicator whether employee quits in a year (did =1, no=0)</td>
</tr>
</tbody>
</table>
This indicator shows that reliability (consistency) of answers is acceptable, but different phenomena are possibly described. At this point, an expert on human resource management may want to consider a possibility of combining the indicators into groups (to reduce the number of variables in the model) or to consider them as separate factors. Table 3 below shows indicators of the Cronbach’s Alpha in the case of combining the factors into three groups:

### Table 3

<table>
<thead>
<tr>
<th>Group and name of factor</th>
<th>Factors included in group</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivating work</td>
<td>Self-realization</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Challenges</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Career growth</td>
<td></td>
</tr>
<tr>
<td>Acceptable conditions</td>
<td>Appropriate salary</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Convenient location</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Convenient work schedule</td>
<td></td>
</tr>
<tr>
<td>Good team</td>
<td>Relations with management</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Atmosphere in team</td>
<td></td>
</tr>
</tbody>
</table>

Upon obtaining these indicators of the Cronbach’s Alpha, the expert has to decide whether to combine the factors. According to the indicators, this is possible, but not necessary. Let us assume that a decision was made on the aggregation of the agreed factors. Thus, the job satisfaction factors list will be reduced from eight to three.

The second stage of the study is focused on the factors identification of factors that influence employee choice whether to continue to work or quit. Let us verify the hypothesis on that not a single factor impacts an employee’s decision whether to stay or quit.

To verify the hypothesis, if the relationship between the factors and the resulting variable is significant, the correlation coefficient as relationship indicator was measured (Table 4).

The table uses a designation of a relation degree: *** is the strongest, ** is strong; * is weak. Alternative hypothesis: an employee’s decision whether to change the place of work depends on a specific factor (or factors). As stated above, based on the nature of data, to determine a correlation, a method of ranking bi-serial correlation is used.

According to the results of correlation coefficient, an alternative hypothesis is accepted. So could be reduced the following factors: Age, Education, Average term of work, Reason for change of previous job and Turnover in professional area. Thus, after the second stage, 7 factors remained.

Passing to the third phase, in order to obtain quality evaluations of predictive values, all existing dataset was divided into two samples (test and control). Using the t-Student criterion, both samples were checked for a difference in mean magnitudes and it was concluded that the difference between groups is statistically insignificant, which is why these two samples may be used for analysis.

The first variant of the regression model will be constructed in the form of:

\[
Y = \log_{e} \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 \cdot \text{Age} + \\
+ \beta_2 \cdot \text{Gender} + \beta_3 \cdot \text{Marriage} + \\
+ \beta_4 \cdot \text{Conditions} + \beta_5 \cdot \text{Motivation} + \beta_6 \cdot \text{Team}. 
\]

Obtaining result from a logistic regression (Fig. 1), it was found that factors Good team (variable Team in Figure) and Age do not make a significant contribution to the model and may be excluded.

### Table 4

<table>
<thead>
<tr>
<th>Factor</th>
<th>Correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.52**</td>
</tr>
<tr>
<td>Age</td>
<td>0.32*</td>
</tr>
<tr>
<td>Marital status</td>
<td>-0.38*</td>
</tr>
<tr>
<td>Number of children</td>
<td>-0.48*</td>
</tr>
<tr>
<td>Education (1 – higher/ 2 – special/ 3 – secondary)</td>
<td>0.07</td>
</tr>
<tr>
<td>Average term of working in one position, years.</td>
<td>0.09</td>
</tr>
<tr>
<td>Reason for changing previous place of work</td>
<td>0.103</td>
</tr>
<tr>
<td>Turnover in professional area, %</td>
<td>-0.02</td>
</tr>
<tr>
<td>Motivating job</td>
<td>-0.523**</td>
</tr>
<tr>
<td>Acceptable conditions</td>
<td>-0.783***</td>
</tr>
<tr>
<td>Good team</td>
<td>-0.37*</td>
</tr>
</tbody>
</table>

In the reduced model, shown in Fig. 5, each factor is statistically significant. Thus, there are 3 demographic indicators and 2 job satisfaction indicators left.

\[
Y = \log_{e} \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 \cdot \text{Gender} + \\
+ \beta_2 \cdot \text{Marriage} + \beta_3 \cdot \text{Children} + \\
+ \beta_4 \cdot \text{Conditions} + \beta_5 \cdot \text{Motivation}. 
\]

Fig. 2 shows coefficients of calculation of the reduced regression model.

It should be noted that, according to the results, the Intercept has the highest absolute value. This indicates that the model has a latent factor(s), which was not revealed in the present study. Probably, the expert has to return to the previous stages for reconsidering factors not included before.
Control processes

In addition, all the model coefficients (except the Intercept) are negative, which corresponds to the fact that the output variable takes the value of 1 in a negative case, that is, when an employee quits. In other words, the higher the relevant factors, the lower the probability that an employee will have the intention to quit the job.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Factor</th>
<th>Coefficient of model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Gender</td>
<td>0.13</td>
</tr>
<tr>
<td>Marriage</td>
<td>Marital status</td>
<td>0.157</td>
</tr>
<tr>
<td>Children</td>
<td>Existence of children</td>
<td>0.208</td>
</tr>
<tr>
<td>Conditions</td>
<td>Acceptable conditions</td>
<td>0.34</td>
</tr>
<tr>
<td>Motivation</td>
<td>Motivating job</td>
<td>0.1</td>
</tr>
<tr>
<td>Intercept</td>
<td>Free coefficient</td>
<td>2.85</td>
</tr>
</tbody>
</table>

Completing the third stage, regression model is constructed:

\[ Y = \log\left( \frac{p}{1-p} \right) = 2.85 -0.13*\text{Gender} -0.157*\text{Marriage} -0.208*\text{Children} -0.34*\text{Conditions} -0.1*\text{Motivation} \]

At the fourth stage, a nonlinear predictor will be modeled as presented below (2) and the prediction result if an employee from a control sample quit the job will be checked.

\[ P(Y=1)= \frac{1}{1+e^{-\left(2.85 -0.13*\text{Gender} -0.157*\text{Marriage} -0.208*\text{Children} -0.34*\text{Conditions} -0.1*\text{Motivation}\right)}} \] (2)

Using the modeled non-linear predictor, predictive values in the control group are obtained, the fragment of which is shown in Fig. 3.

Fig. 3. Predictive and existing values of quitting the job in a control group

Obtained results are interpreted as follows: with a probability from QuitProbs column we shall obtain the value of the output variable that is equal to unity, that is, in our case, an employee will quit. QuitPredict column is calculated according to the threshold value. If the probability exceeds 0.5, then the predictive value of quitting the job is 1, otherwise it is equal to 0. On the basis of these data, one calculates accuracy of prediction as the ratio of the means between the obtained (QuitPredict) and the known values (Quit), which for the present experimental set was 0.875.

6. Discussion of results and further directions of research

The developed method for the prediction of probable scenario of behavior of employees relative to the change of the place of work is distinguished by the possibility to determine the factors that affect staff turnover. Thus, it is possible to take into account individual factors and aspects of job satisfaction in the context of specific activity of a company.

This method includes preliminary assessment of reliability of the data of staff survey, analysis of correlation dependence, construction of a regression model and a non-linear predictor to assess the probability of staff turnover. At the stages of the method, an employee of a company has a possibility to reduce the number of factors (by grouping or discarding insignificant factors). Such a choice is made both on the basis of mathematical indicators and taking into account experience of the expert from a human resource department.

To keep an expert component, authors of the present study refused to apply the automated methods for reducing dimensionality, such as a Principal Component Analysis. However, such refusal could lead to a significant number of factors that would be rather cumbersome for expert processing by a human and might lead to overfitting of the prediction model. To eliminate such probable shortcomings, it is possible to replace the expert component with the introduction of weighted coefficients for the factors that agree with strategic personnel management of respective company and take into account experience of the experts in a relevant field.

In addition, introduction of the method requires conducting of preliminary (or regular) surveys and specific resources for their processing from a human resource department. Therefore, implementation of the developed method will be advisable among medium-sized and large companies in the state sector or big business. The use of the method is most appropriate in industries where the value of personnel is quite high due to insufficient number of specialists or lengthy periods of training skilled employees.

It should be noted further implementation of the method (in the work of a human resource department in a company) makes it possible to conduct surveys among employees of the company on a regular basis and to accumulate panel data on staff turnover.

Applying the results of implementation of the developed method and data accumulation by experts from human resource departments, it is planned to develop the method using an analysis of panel data in order to consider the dynamics of staff turnover and a reaction to the policy of preventive measures. In addition, it is planned to develop a weight criterion to take into account the value of individual employees and a substantiated reduction of threshold value that relates them to a risk zone.
7. Conclusions

1. We identified and analyzed existing sets of available data and possible risk factors of increased staff turnover. Among them, a group of distinct demographic features (such as gender, age, marital status, number of children) and job satisfaction factors (for example, salary level, atmosphere in the team, self-realization in the profession) is entered.

2. A method for the prediction of intention to quit the job was developed, which allows us to identify the most critical factors for staff turnover. The proposed method for modeling the non-linear predictor of staff turnover allows an expert from a human resource department to vary (to group or reject insignificant) factors taking into account the current strategy for company personnel management.

3. The developed approach was realized in the process of human resource management by practical verification. Based on a logistic regression, a group of demographic factors was revealed, such as gender, marital status and birth of children, as well as two aspects of job satisfaction: good working conditions and adequate motivation, which have an extremely negative impact on staff turnover. In addition, it was found that salary and marital status are significant predictors of the intentions for staff turnover. Thus, the developed method was implemented in studies into dynamics of staff turnover, from data preprocessing to modeling the predictor of the intention of an employee regarding quitting the job.
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