The number of calibration (CL) and testing (TL) laboratories accredited by NAAU is increasing annually. By the end of 2017, more than 440 TL and 19 CL have been accredited in Ukraine. These labs can apply the International Laboratory Accreditation Cooperation (ILAC) logo on their certificates and protocols. Such certificates and protocols are recognized by more than 80 countries of the world, since NAAU is a signatory to the Mutual Recognition Agreement (ILAC MRA) in the areas of accreditation of TL and CL. This is one of the important elements for increasing the competitiveness of Ukrainian products in world markets.

National accreditation agencies of laboratories have set strict requirements for the accreditation of CL or TL. Laboratories are required to participate in the relevant ICs:

- CL – in each type of measurement and in each kind of measurable value, which are introduced into the project of accreditation;
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- TL – in each direction of the project of their activity scope, for which they apply for accreditation, and to achieve satisfactory results in IC, if such comparisons are organized, available and appropriate.

IC is one form of experimental verification of laboratories to determine technical competence in a particular activity. Successful results of IC for the laboratory are confirmation of competence in conducting certain types of measurements by a particular specialist on a particular equipment.

Typical tasks of IC are:
- assessment of the performance of laboratories for carrying out certain tests or measurements and continuous monitoring of them;
- detecting problems in laboratories associated with, for example, incorrect measurement or testing procedures, inadequate personnel training and management or inappropriate calibration of equipment and elimination of identified problems;
- establishing the effectiveness and comparability of test methods or measurements and evaluating the characteristics of the method used in certain tests;
- detecting differences between laboratories and providing an additional level of trust from the customers of the laboratory;
- training of personnel of laboratories participating in IC, based on the results obtained;
- confirmation of the measurement uncertainty declared by a laboratory in a particular IC, etc.

Improved methods for processing these results are needed to obtain reliable results of IC of accredited TL and CL. These methods are based on various data processing algorithms according to the requirements of international and regional guidelines and standards [1]. Therefore, it is necessary to choose the optimal method for processing the received data, which would have the minimum number of restrictions on the application and allow obtaining reliable results [2]. Unsatisfactory results of IC may be related not only to a deviation from the normal state of the laboratory’s competence, but also to problems with the equipment available in the laboratory or to the lack of competence of the specialist who worked with it [3–5].

The urgency of the study stems from the ever-increasing need for IC to ensure the recognition of the results of product testing at the national, regional and international levels. Publications devoted to the organization of IC and methods for data processing in specific types of testing or measurement are of considerable interest. The issue of determining the competence of CL is extremely relevant given the absence of ICs conducted in Ukraine for widespread measurements of time during the testing of various products.

2. Literature review and problem statement

IC is an obligatory and integral part of the external quality control of the obtained measurement results in the overall quality system of CL and TL. IC plays an important role in assessing the technical competence of the laboratory both during the validation and control of the laboratory during the accreditation period. The IC program is developed taking into account the requirements of the national standards DSTU ISO/IEC 17025 [6], DSTU EN ISO/IEC 17043 [7], DSTU ISO 13528 [8], which are harmonized with the relevant International and European standards. IC should be performed from time to time in accordance with the standard DSTU ISO/IEC 17025, in order to confirm the competence of the laboratories in the field of accreditation.

ICs should be run by competent providers (coordinators). To assess the results of participation in a particular test program, the criteria established by the test coordinators (reference laboratories) regarding the quality of calibrations or tests for a specific type of measurement or test are used. The main task of the provider is to set the reference value of the measured value and the uncertainty of the reference value. The provider carries out the processing of the received results and forms the conclusion for each participating laboratory.

There are various algorithms for processing IC results based on statistical methods. The choice of a specific method for evaluating the test results depends on the type of test sample (comparison sample), the peculiarities of the test and the number of laboratories participating in the tests. However, statistical methods usually impose restrictions on the permissible number of laboratories participating in IC. In addition, they usually show a low ability to distinguish between really unreliable laboratories and the labs whose results can be trusted.

Most scientific publications on the topic of the study relate to the characteristics of conducting an IC for TL, primarily analytical (physical and chemical) laboratories. Only a small number of scientific publications relates to the issues of IC for CL, which mainly relate to the issues of the calibration for certain types of measurements.

A thorough analysis of normative documents and standards for the processing of data obtained in IC, based on statistical methods, was the subject of previous studies of the authors [1, 2]. In [3, 4], the peculiarities of assessing the competence of experts in the field of metrology and measurement were researched. The state of professional training for laboratories staff was considered in [5].

Two ways of IC data processing, which consist in the application of the same procedure are considered in [9]. The algorithms and results of IC to assess the measurement capabilities of the laboratories and obtain high-accuracy data were presented in [10–12]. However, these works do not take into account such an important element as the time and temperature drift of the comparison samples, which greatly affects the results of the tests.

A number of papers are devoted to general issues on the processing of IC data: in [13] the application of different methods for the estimation of inconsistent data is proposed; in [14] the methods of data analysis of IC of accredited CL to check the quality of measurements on the example of IC of mass values are considered; in [15] approaches to validation of measurement results for CL are considered; in [16] a Bayesian approach to the processing of IC results is proposed; in [17] testing of software applications for the evaluation of IC results is proposed.

A number of papers are devoted to the results of IC and the study of the features of IC: in [18–21] approaches to improving the measurement and evaluation methods of uncertainty of participating laboratories of IC for different types of measurements (pressure, water flow, active power, temperature, electricity) are considered; in [22–24] an evaluation of the results of laboratories that participated in IC on specific types of measurements, with calculations of uncertainties of measurement results (reactive power, length, pressure) is conducted.
Researches carried out by the authors continue to develop and improve the existing methods of IC data processing, and also aim at obtaining IC results for such a common type of measurement as time measurement. Virtually all improvements are aimed at increasing the accuracy of the comparison sample study to reduce the uncertainty of measurements conducted by participating laboratories.

3. Aims and objectives

The research was aimed at developing a universal algorithm for processing IC results for CL. In this case, it is necessary to take into account the provision of metrological traceability of various levels in relation to the used transmission samples, minimization of the uncertainty of the reference value during the IC when processing the data obtained from the participating laboratories.

To achieve this aim, it is necessary to accomplish the following objectives:

- to choose the methodology for processing the IC results and to offer a universal algorithm for processing the primary data of IC;
- to explore the transmission sample for IC on the calibration of time meters, define the reference value and its expanded uncertainty for this IC;
- to evaluate the results of the study of the sample of comparisons of participating laboratories of IC on the calibration of time meters taking into account the criteria of performance statistics;
- to determine the competence of the staff of the laboratories of the calibration of time meters involved in IC and to investigate the influence of staff competence on the obtained results of IC.

4. Materials and methods of researching the approaches to the evaluation of interlaboratory comparison of the calibration results

According to the results of the IC for CL, the processing of the primary data received from the participating laboratories is carried out. It will be necessary to check the consistency of IC data. In the case of data inconsistency, an analysis is conducted for the purpose of rejecting these data or for further harmonization by clarifying the applied indicators. A comparative analysis of the relevant criteria for performance statistics is performed to verify the data consistency and the most effective one for use in processing the data obtained is selected.

Deviations of CL measurement results are determined by the formula:

\[ D_{lab} = x_{lab} - X_{ref}, \]  

where \( x_{lab} \) is the value of the time interval measured by the participant; \( X_{ref} \) is the valid (reference) value of the time interval defined as the arithmetic mean of the measurement values performed by the reference laboratory.

In some cases, the percentage deviation of the measurement results \( D_{lab\%} \) of CL can also be determined, which is calculated by the formula:

\[ D_{lab\%} = \frac{x_{lab} - X_{ref}}{X_{ref}} \times 100. \]  

The data evaluation for each of participating laboratories is carried out using several criteria for performance statistics:

- \( E_n \) index, which is determined by the formula:

\[ E_n = \frac{x_{lab} - X_{ref}}{\sqrt{U_{lab}^2 + U_{ref}^2}} \]  

where \( U_{lab} \) is the expanded uncertainty of measurements of the parameter value of the comparison sample by the participating laboratory; \( U_{ref} \) is the expanded uncertainty of measurements in determining the valid value of the parameter of the comparison sample, which is determined by the formula:

\[ U_{ref} = 2 \cdot \sqrt{u^2(X_{ref}) + u^2(X_{lab})}. \]  

where \( u(X_{ref}) \) is the standard uncertainty obtained when calibrating the comparison sample with the reference laboratory; \( u(X_{lab}) \) is the standard uncertainty from the instability of the comparison sample during comparisons:

\[ u(X_{lab}) = \frac{\Delta X_{lab}}{\sqrt{3}}. \]  

- \( z \) index, which is calculated by the formula:

\[ z = \frac{x_{lab} - X_{ref}}{\sigma}, \]  

where \( \sigma \) is the standard deviation for qualification assessment;

- \( \xi \) index, which is calculated by the formula:

\[ \xi = \frac{x_{lab} - X_{ref}}{\sqrt{u^2_{lab} + u^2_{ref}}}, \]  

where \( u_{lab} \) is the total standard uncertainty associated with the result of the laboratory participating in the IC; \( u_{ref} \) is the standard uncertainty of the reference value of IC.

The value of \( \sigma \) can be calculated based on:

- estimates from a statistical model (main model) or results of a precision experiment;
- estimates from previous IC rounds or assumptions based on experience;
- results of participating laboratories, that is, normal or robust standard deviation, based on the results of participating laboratories, etc.

The criteria for evaluating the performance characteristics shall be established after taking into account whether the methods for evaluating the performance characteristics consider the main features, namely:

- statistical determination of indicators, i.e. when the criteria must be suitable for each indicator;
- compliance with the purpose, given criteria that take into account, for example, the technical specifications for the characteristics of the method and the recognized level of work of the participants, etc.

For the \( E_n \) index:

- \( |E_n| \leq 1.0 \) – indicates a satisfactory performance characteristic and does not require adjustment or response measures;
5. Discussion of the results of the interlaboratory comparison of the calibration of the time meter

5.1. Results of the study of the comparison sample, determination of the reference value and its expanded uncertainty

Definition of the reference value and its expanded uncertainty includes the application of:

- reference values determined during measurements or comparisons of a sample for IC using a working standard traceable to a national standard;
- certified reference values determined using common measurement methods;
- agreed values from participants using statistical methods, etc.

The reference laboratory – SE “Ukrmetrteststandard” (Kyiv, Ukraine) as the National Metrology Institute (NMI) of Ukraine has identified a comparison sample. As the comparison sample for IC, an electronic stopwatch HS-45 manufactured by Citizen Watch Co., Ltd. (Japan) was chosen. The basic metrological characteristics of the HS-45 stopwatch are:

- time measurement range of up to 10 hours; resolution – 0.01 s;
- the reference laboratory determined the characteristics of the instability of the comparison sample before and after the research in participating laboratories of IC.

The measurement model in the calibration of the time meter (stopwatch) in absolute form as a deviation of the measured value from the reference value, has the following form:

\[ \Delta T = T_{CL} - T_S + T_o + \Delta T_{CLD} + \Delta T_{fr}, \]

where \( T_{CL} \) is the average reading of the HS-45 stopwatch; \( T_S \) is the time deducted by the Secondary standard of time and frequency (SSTF); which is stored in the reference laboratory; \( \Delta T_{fr} \) is the correction caused by the SSTF drift since its last calibration; \( \Delta T_{CLD} \) is the correction due to the discreteness of the HS-45 stopwatch readings; \( \Delta T_o \) is the correction caused by the operator’s error when pressing the “start” “stop” button of the HS-45 stopwatch.

The uncertainty budgets for the reference values of the comparison sample for the intervals of 30 s, 1800 s and 3600 s, compiled according to the requirements [25], are shown in Table 1.

The reference laboratory has the following reference values with the corresponding uncertainties for the time intervals regulated by the IC Program:

- \( X_{ref1} = -0.024 \pm 0.0097 \) s for the time interval of 30 s;
- \( X_{ref2} = -0.028 \pm 0.0056 \) s for the time interval of 1800 s;
- \( X_{ref3} = -0.036 \pm 0.0064 \) s for the time interval of 3600 s.
5.2. Results of the study of the comparison sample by the participating laboratories

The first round of IC on the calibration of the HS-45 electronic stopwatch was conducted between February and November 2016 in accordance with the requirements of DSTU ISO/IEC 17025 [6]. The IC organization was performed in accordance with the IC Program, which complies with the requirements of DSTU EN ISO/IEC 17043 [7] and DSTU ISO 13528 [8].

The main goal of the first round was to conduct a qualification check of the CL during the measurement of time. In this round of IC, ten CLs (one of them referent) participated in the calibration, according to their own calibration methods by the radial scheme.

Calibration was performed for intervals of 30 s, 1800 s and 3600 s under normal conditions in accordance with the requirements:
- ambient temperature – \((22\pm 3)\) °C;
- relative humidity – up to 80 %;
- atmospheric pressure – from 84 kPa to 106 kPa.

Results of the calibration of the time meter (HS-45 stopwatch) for the laboratories participating in IC, designated, respectively, Ref and Lab \(i\) (\(i=1\ldots9\)) for time intervals of 30 s, 1800 s and 3600 s are shown in Table 2 and Fig. 2–4.
The $x$-axis in Fig. 2–4 shows the laboratories, and the $y$-axis – the deviation values $D_{lab}$ for the laboratories-participant of IC. Blue rhombs denote the value of deviations $D_{lab}$ for each of the laboratories participating in IC, and the red lines – the corresponding expanded uncertainties $U_{lab}$.

For the analysis of the IC results and the formation of conclusions about laboratories participating in IC, the criterion for performance statistics – $E_n$ index was chosen.

Laboratories Lab 1–9 meet the requirements of the criterion ($|E_n| < 1$) for all time intervals (30 s, 1800 s and 3600 s). This confirms the qualification (technical competence) of participating laboratories of IC during the calibration in accordance with the requirements of the standard DSTU ISO/IEC 17025.

In general, all laboratories have received satisfactory accuracy. In laboratories Lab 2 and Lab 6, the measured values of time intervals are below the reference IC values (reference laboratory values).

In laboratories Lab 1 and Lab 7, the values of deviations $D_{lab}$ are particularly large, and the uncertainty for the intervals of 30 s and 1800 s is much greater than the values of other laboratories participating in IC. These laboratories are advised to make adjustments to the time correction calculation methodology. Laboratories Lab 4 and Lab 6 are recommended to review the time correction in calculating the measurement uncertainty for the 3600 s interval.

### 5.3. Results of the assessment of competence of staff of calibration laboratories

The competence of staff for all laboratories participating in the IC on the calibration of time meters was estimated. The data on the specified staff collected through a special questionnaire were processed using the universal Microsoft Excel software (USA).

The values of coefficients of competence ($k_k$) for the staff of all CL who participated in IC on the calibration of time meters are shown in Table 3. The indicated coefficients of competence are obtained using the method described in [4].

<table>
<thead>
<tr>
<th>Laboratory</th>
<th>Ref</th>
<th>Lab 1</th>
<th>Lab 2</th>
<th>Lab 3</th>
<th>Lab 4</th>
<th>Lab 5</th>
<th>Lab 6</th>
<th>Lab 7</th>
<th>Lab 8</th>
<th>Lab 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_k$</td>
<td>0.97</td>
<td>1.00</td>
<td>0.95</td>
<td>0.76</td>
<td>0.84</td>
<td>0.43</td>
<td>0.97</td>
<td>0.92</td>
<td>0.86</td>
<td>0.95</td>
</tr>
</tbody>
</table>

The graph uses the Pareto principle, or the “20/80” principle, which generally means that 20 % of the effort gives 80 % of the result (yellow columns), and the remaining 80 % of the effort – only 20 % of the result (blue columns) [26, 27]. The blue columns indicate the CL staff, which has high competence by the Pareto principle and yellow columns – low competence. That is, the staff of laboratories Ref, Lab 1, Lab 2, Lab 6 and Lab 9 has a high level of competence, and the staff of laboratories Lab 3, Lab 4, Lab 5 Lab 7 and Lab 8 has a low level of competence. For the latter laboratories, it will be required to take measures to increase the staff competence.

During the research of the staff of the laboratories participating in IC, it was suggested that they carry out their own assessment of their competence. According to the results, the staff of laboratories Lab 3 and Lab 5 overestimated their competence compared with the obtained objective estimates. The staff of laboratories Ref, Lab 1, Lab 2, Lab 4 and Lab 6–8 underestimated own competence in comparison with the obtained objective estimates.

The research of the reference laboratory showed that the laboratories participating in IC used their own measurement methods and working standards. Laboratories Lab 1, Lab 3, Lab 5 and Lab 7–9 used the same equipment – stopwatch timers STTS-1 (2) as working standards. Laboratories Lab 2, Lab 4 and Lab 6 used special plants for calibration of stopwatches.

According to the results of the research, it can be concluded that the competence of the staff of the participating laboratories of IC did not significantly affect the results of the conducted IC. On the contrary, the results of laboratories Lab 1 and Lab 7 were affected by the equipment used by these CLs.

### Table 3

<table>
<thead>
<tr>
<th>Grade</th>
<th>Assessment of the staff competence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lab 1</td>
</tr>
<tr>
<td>8,00</td>
<td>7.40</td>
</tr>
<tr>
<td>6,40</td>
<td>6,20</td>
</tr>
</tbody>
</table>

### 6. Conclusions

1. The choice of methodology for processing the IC results is made. A universal algorithm for processing the IC data obtained is proposed, which allows the reference laboratory to take into account all the reporting peculiarities during IC and to make a selection of the methodology of processing the primary data of IC.

2. The study of the transmission sample for IC on the calibration of time meters by the reference laboratory was
carried out. The reference value and its expanded uncertainty for IC were defined. Uncertainty budgets for all reference values of the comparison sample for the time intervals of 30 s, 1800 s and 3600 were made up.

3. The reference laboratory of IC carries out the selection of the required criterion for performance statistics and evaluates the results of the study of the comparison sample of the participating laboratories of IC. The results of ICs on the calibration of time meters show that all participating laboratories of IC received the results, which fully satisfy the requirements for the selected criterion for performance statistics – $E_n$ index. This confirms the technical competence of the indicated CL in the course of their calibration in accordance with the requirements of the standard DSTU ISO/IEC 17025.

4. The competence of the staff of the laboratories participating in IC was evaluated. According to the results of the objective assessment, it can be concluded that the competence of the staff of the laboratories participating in IC on the calibration of time meters did not significantly affect the results of IC. According to the results of self-evaluation, it is determined that the staff only of two CL from ten overestimated their competence in comparison with the obtained objective estimates.

References

Information and controlling systems

1. Introduction

Information-measuring systems (IMS) are used in many industries. Numerous object parameters are measured by these systems using specialized sensors. Any information-measuring system requires diagnostic tools. Usually, these are additional hardware and software means. In order to cut costs, it is necessary to avoid additional costs of hardware diagnostics.

To reduce the cost of specialized equipment, a mechanism of indirect diagnosis with analysis of measurement results can be used. Self-diagnostic algorithms will detect malfunction using only the data sets obtained from existing sensors. Such a method of self-diagnostics can be used in the process of the working cycle of the information-measuring system. This ensures high speed of obtaining diagnostic data.

The problem of such indirect mechanisms of self-diagnostics involves development of some mechanisms for analyzing measurement results, especially in the event of a possible large scatter of measurement results. The measurement results can be compared with theoretical calculations based on the results of measuring other system parameters. However, the functional relationship between system parameters is weak or not known at all in some cases. Therefore, it is relevant to study the possibilities of predicting values of one