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cmpyxuii ma eanidauii modenell zem-
HUX Mepedc Ha OCHO8L npoQdinié excnpe-
ciit 2enie. IIpedcmaesneni 0ocaioxcenns
no onMuMiI3ayii monosozii 2eHHOi Mmepe-
JHCi HA OCHOBT KOMNIEKCHO20 3ACMOCYBAH -
HSL MONONOIMHUX napamempis Mepeitci
ma Qynkuii 6axcanocmi Xappinemona.
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Xappinzmona, excnpecisn zenis, xoegiui-
enm mpeuonounzy

Paspabomana mexnonoesus pexom-
cmpyKuuu u 8aaudauun Mooenell 2eHHbLX
cemeil Ha ocHoge npouiell IKcnpeccuu
2enoe. Ilpeocmasnennvt ucciedosanus
no ONMUMU3AUUU MONONOLUU 2EHHOU
cemu HA 0CHO8E KOMNIEKCHOZ0 UCNOJIb-
306aHUS MONOJOZUMECKUX NAPAMEMPOE
cemu u Qynxyuu xceaameavhocmu Xap-
punemona. IIpednoscena mexnonozus
eanuodauuu Mooeau 2eHHOU Cemu Ha 0CHO-
ée ROC-ananusza, peanuzavus xKomo-
Ppoil npedycmampueaem cpasHumeIoHblil
anaaus xapaxmepa césizei Mexcoy coom-
8EMCMBYIOWUMU 2eHAMU 6 PEKOHCMPYU-
POBAHBIX 2€HHBIX CEMAX

Kniouesvte coea: eennas cemo, mono-
Jlozuneckue napamempol, UHOeKC iceaa-
meavrnocmu Xappunemona, sKcnpeccus
2en08, K03 Puuuenm mpewonounza

1. Introduction

Modern information processing systems in most cases
are based on the use of analogies of functioning of biological
mechanisms and processes occurring in living organisms.
These processes include the functioning of a natural neural
network, immune processes, a gene network, etc. Special fea-
ture of such systems is the decentralized parallel information
processing, high level of complexity, learning ability, capa-
bilities to recognize information and form decisions. The cre-
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ation of artificial models of modern biological systems can be
based on the systems approach, which implies the integrated
application of methods from molecular biology, mathematics,
computer science, the laws of physics. The implementation of
a given approach creates conditions for understanding which
factors determine the character of functioning of a biological
system in order to correct the process.

Reconstruction and simulation of a gene regulatory net-
work (GRN) underlies studies and analysis of the character
of gene interaction and the effects of these interactions on




the functionality of a biological organism. The complexity
of a GRN reconstruction process is predetermined by the
fact that experimental data, which are used for the recon-
struction of the network, do not typically make it possible
to unambiguously define the structure of a network and the
character of relationship between the nodes. In addition, a
large number of genes that determine the structure and size
of the network complicate the process of interpretation of the
results obtained. Therefore, there is a need for research into
quantitative estimation of network topology and the charac-
ter of relations between the elements using, as experimental
data, the profiles of gene expressions derived from DNA-mi-
crochip experiments.

There are databases of biological gene regulatory net-
works of different organisms [1] that make it possible to
visualize and explore a network topology of the appropriate
biological object under study. One of modern methods em-
ployed for the reconstruction of GRN is the identification
of a network by comparing it with a known network of the
relevant biological organism. In this case, the criteria for
comparison are the network topology and the existence
of appropriate genes in a given network compared to a
reference network. Another important stage when recon-
structing a network is the validation process based on
quantitative criteria for assessing the network quality. A
structural block diagram of a general process of informa-
tion processing aimed at the reconstruction and validation
of GRN is shown in Fig. 1.
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Fig. 1. Structural block diagram of a general process
of reconstruction and validation of the model of a gene
regulatory network

The process of GRN reconstruction and validation
implies a comparative analysis of parameters of the re-
constructed and reference networks with the purpose of
determining an optimal network topology and the charac-
ter of interrelations between relevant nodes. The research
performed in order to create a technology for GRN re-
construction based on statistical methods for estimating
the strength and character of interactions between genes
makes it possible to optimize parameters of the algorithm
for reconstructing a gene network. Accurately recon-
structed GRN makes it possible to explore the character
of development of a biological organism at the gene level,
which creates preconditions for early diagnosis and ad-
justment of the development of different types of genetic
diseases. This fact demonstrates the relevance of research
topic presented here.

2. Literature review and problem statement

Modern biological systems of living organisms are a
complex dynamic network of interacting elements with dif-
ferent purposes whose state can change under the influence
of external conditions [2]. Reconstruction and modeling of
gene networks are rather complicated tasks that do not have
an unambiguous solution at present. The first studies on the
reconstruction of biological networks based on experimental
data were published at the end of the 90s of the last century
[3-6]. Those papers proposed several approaches to a given
type of modeling. Studies [7-9] reviewed several methods
related to the reconstruction and modeling of GRN models
based on data about gene expressions. The authors consid-
ered in detail stages in the process of reconstructing gene
networks and performed a comparative analysis of different
methods with outlined advantages and shortcomings of the
respective method.

The basic idea of GRN reconstruction is to use experi-
mental data on gene expressions in order to obtain the models
through estimation and analysis of the bonds between molec-
ular objects. It should be noted, however, that a given process
is very complicated due to the fact that this problem is of a
combinatorial character, on the one hand, and that experi-
mental data in many cases are incomplete and inaccurate, on
the other hand. In addition, the existence of a large number of
parameters, variables and constraints, necessitates the appli-
cation of numerical and computational methods.

Modern technologies for obtaining data on gene ex-
pressions tend to cover the maximum number of variables
in the system [10]. For example, DNA microchip technol-
ogy makes it possible to measure the expression of tens of
thousands of genes simultaneously, that is, each examined
object is characterized by the numerical vector of gene ex-
pressions with a length of tens of thousands of units. Such
a large number of parameters is predetermined by a variety
of processes occurring in a biological system. At present,
there is sufficient information about the properties of gene
regulatory networks in natural biological systems. In papers
[11, 12], authors formulated the rules for GRN reconstruc-
tion and modeling, which make it possible to significantly
limit the dimensionality of search space for the optimal
network. The sparsity property is the most common and
important feature of GRN. This property means that the to-
pology of GRN is sparse, meaning that each gene has a small
number of regulatory inputs [13]. It should be noted, how-
ever, that there are a small number of genes (master-genes)
that are capable of controlling hundreds of other genes. A
given property is used to limit the search space of the op-
timal solution by limiting the number of regulatory bonds.
Papers [14, 15] show that the frequency distribution of the
number of regulatory inputs of nodes at a gene network of
biological systems is often governed by the law of Pareto
distribution. This means that in the case of a non-scalable
network most genes are loosely linked, but there are several
nodes with a high number of links — nodes-concentrators.
These nodes correspond to genes that perform most of
the overall regulation of other nodes in the network. The
existence of a concentrator leads to the localization of the
network, because all the nodes in the network are connected
to concentrators via short bonds, the quantity of which is
limited. In addition, concentrators improve stability of the
model against external influences and various kinds of fluc-



tuations, since they bind a network and do not provide for
the possibility to split the network into separate fragments.
The next property of GRN, which must be considered when
reconstructing a network, is modularity. This property
means that genes in the network cannot be regarded as in-
dependent elements. In a general case, genes can be divided
into functional, perform the function of control over other
genes (concentrators), and genes that function in concert,
performing a joint function. It is obvious that in this case
genes can be grouped in modules or clusters depending
on the functional similarity in the profiles of expressions.
Technology of a bicluster analysis [16], which is widely used
now for grouping the genes and objects, does not resolve the
task on grouping the profiles of gene expressions. As shown
by the authors, the use of algorithms for a bicluster analysis
allows obtaining clusters of mutually-correlated genes and
objects, but there is a problem of the choice of the number of
biclusters and the level of detail of this process. Paper [17]
reports results of the study into determining the optimal
affinity function in order to estimate the degree of closeness
in the profiles of gene expressions. The effective criteria are
specified for estimating the clustering quality of profiles of
gene expressions that create preconditions for enhancing
objectivity when grouping high-dimensionality complex
data. In [18], authors used the example of model data to run
a comparative analysis of internal and external quality cri-
teria when clustering the profiles of gene expressions, which
made it possible to propose an integrated multiplicative
criterion of quality for assessing the grouping of complex
objects. The results of practical implementation
of the study conducted are given in [19, 20]. The
authors developed the inductive technology for ob-
jective clustering of the profiles of gene expressions
[19] and implemented this technology in practice
applying the density algorithm DBSCAN algorithm
and the self-organizing tree algorithm SOTA [20].

The result of simulation is the proposed model of
a cluster-bicluster analysis, implementation of which
makes it possible to increase the amount of useful
information for the further reconstruction of a gene
network.

Based on analysis of the scientific literature, we
can conclude that at present there is no any effective
technology for the reconstruction of a gene regula-
tory network that is capable, with a high degree of
probability, of predicting the character of further
development of a biological organism at the gene lev-
el. GRN topology is defined by the type of the appro-
priate algorithm and its parameters. Therefore, the
development of effective technology for determining
optimal parameters of a GRN reconstruction algo-
rithm, as well as the validation method for derived
models of gene networks, is one of the promising
tasks in modern bioinformatics, solving which would
improve the effectiveness of diagnosis and treatment
of complex genetic diseases.

3. The aim and objectives of the study

The aim of present study is to develop a technology for
the reconstruction and validation of a gene regulatory net-
work based on statistical methods of analysis of the charac-
ter of interrelations between respective genes.

To achieve the set aim, the following tasks have been
solved:

— to develop a technology for the reconstruction of gene
regulatory networks based on comprehensive use of network
topology parameters and the generalized desirability indica-
tor by Harrington;

—to develop a validation technology for the models of
gene networks based on ROC analysis whose implemen-
tation implies a comparative analysis of the character of
relations between respective genes in the network based on
the entire totality of genes and gene networks based on the
obtained biclusters;

— to model the processes of reconstruction and validation
of models of gene networks using gene expression profiles.

4. Estimation parameters for the gene regulatory network
topology

The process of gene regulatory network reconstruction
based on gene expression profiles implies a possibility to
create different topologies of networks that differ from each
other by the number of nodes, the number of arcs that con-
nect respective nodes, and character of bonds between the
nodes of the network. As a result, it is necessary to quantify
a network topology, that is, identify parameters that make it
possible to reasonably select optimal network topology for
the respective biological object. An example of the biological
gene regulatory network topology is shown in Fig. 2 [21].

—

Fig. 2. Example of a biological gene regulatory network topology

Analysis of the structure and topology of GRN allows
us to conclude that it is a directed or a non-directed
graph whose arcs can be weighted (in the presence of
weight that determines the strength of the connection), or
weightless. Therefore, to identify the parameters that de-
termine a network topology, we can apply a graph theory.
Classification of basic topological characteristics of GRN
is shown in Fig. 3 [22].

The number of nodes in a network determines the total
number of interconnected genes and may differ from the
total number of genes in the network. A gene-specific param-
eter that determines the strength of the relationship with
neighboring genes may be less than the threshold value set
in the process of forming the network. In this case, this gene



is separated and removed from further research. In addition,
the network may contain few genes, which are linked, but
these genes do not have connections between genes that
make up the basic network. These genes can also be removed
from further research.
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Fig. 3. Classification of characteristics to assess the
topology of a gene regulatory network

The degree of a node in the network, or its connectivity, is
the total weight of links (arcs), connecting a given node with
neighboring nodes:

ki: z Wj;, D

Jj=1,j#i

where n; is the number of nodes of the i-th gene, w; is the
weight of the arc that connects neighboring genes i and ;.

The average degree, or mean connectivity, of the network
average is defined as the mean value of degrees of all nodes
in the network:

1 n
kcep zzgkr (2)

Maximum degree determines the maximum value of ele-
ments of the connectivity vector of all nodes:

ko =max (ky k... k). 3)

The high value of connectivity of the network indicates a
high level of complexity because all the nodes of the network
have a large number of relations with neighbors. This fact
complicates the interpretation of the resulting network. Ob-
viously, the value of a given parameter are optimal in the case
of the presence of a minimum under condition of the unalter-
able number of genes contained in the nodes of the network.

The density of the network is defined as the ratio of the
number of weighted connections between the nodes of the
network to the largest possible number of connections be-
tween the nodes in a given network:

n-1 n
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where wj; is the weight factor between nodes i and j, and 7 is
the total number of nodes in the network. Value of a weight

coefficient varies from 0 to 1. If this parameter is null, then
there is no connection between the relevant nodes. Value of
a network density also varies from 0 to 1. If D=0, there is no
connection between genes; if D=1, we have a fully connected
network. It is obvious that a decrease in parameter D at a
constant number of genes in the network indicates a decrease
in the number of links in the network, thus increasing the
time of the transfer of information, and the process of inter-
pretation of the network is simplified.

A node clustering coefficient determines the probability
that the next neighbors of a given node are linked directly.
A network clustering coefficient is defined as the average of
clustering coefficients of all nodes:

1< e,
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where 7 is the number of genes in the network, e; is the num-
ber of actual connections between node i and neighboring
nodes, k; determines the number of neighbors of gene i, this
gene including, which can form a complete cluster. This
parameter is a quantitative measure for the fully connected
network. If its value is equal to unity, the network is fully
connected; with a zero value, the network has no links to the
neighbors of network’s genes.

A network centralization coefficient determines the
degree of proximity to the star topology. This coefficient is
calculated from formula:

Centrzi(@—D). 6)
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If a network topology takes the shape of a grid where all
nodes are similarly connected, the value of a given parameter
is zero. A higher value of centralization parameter corre-
sponds to a higher degree of similarity of the network to a
star-shaped topology.

Heterogeneity of the network determines the degree of
heterogeneity of network topology and is expressed through
the variance and mean of the average degree of the nodes by
formula:

var (kwp )

- Inean(kcep) .
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A homogeneous network has zero heterogeneity, the
growth of the value of this parameter indicates a greater dif-
ference between the values of degrees of the network nodes.

Coefficient of topology of node n, which has &, neighbors,
is determined from formula:

®)

where m is the number of nodes that have common neighbors
with gene n, L(n, i) determines the number of neighbors of
gene i that have at least one neighbor with gene n.

Values of individual parameters for a comprehensive
assessment of the topology of a gene regulatory network,
shown in Fig. 2, are given in Table 1.

The indicated parameters make it possible to make a pre-
liminary assessment of the GRN model topology. At a con-
stant number of nodes, lower values of density and clustering



of the network and a larger heterogeneity value testifies to
the higher quality of network topology. A higher value of
centralization coefficient indicates the degree of proximity
of network topology to a star-shaped structure.

Table 1

Estimation parameters for the topology of a biological gene
regulatory network

Number of | Network | Clustering nglttjgai_ Heteroge-
nodes density coefficient - neity
coefficient
471 0.008 0.213 0.139 1.967

Analysis of values of topological parameters of a gene
network makes it possible to define steps for the formation of
a network topology based on gene expressions that make up
the backbone of the network. On the one hand, the network
should contain the maximum number of examined genes
(after the processes of filtration, reduction, clustering and
biclustering). On the other hand, network density and clus-
tering coefficient should be minimal, and the coefficients of
heterogeneity and centralization — maximum. These rules
will underlie the creation of technology for the reconstruc-
tion of a gene regulatory network based on gene expression
profiles.

5. Reconstruction of a gene regulatory network based on
correlation analysis

The process of GRN reconstruction based on correlation
analysis implies the calculation of coefficients of pair correla-
tion between the examined gene expression profiles. Since
in the case of analysis of the matrix of gene expressions the
vectors of profiles are the sequences of rational numbers, it is
appropriate to use the Pearson method for calculating a pair
correlation between respective profiles:

m

Z(Xai -x,)(x, - %,)
(X, X = " : €))

o h):\/i(xui—xu)z'\/z(x“_xbf

i=1 i=1

where X,, X; are the vectors of the examined gene expres-
sions profiles, m is the number of attributes in the respective
vectors, x,, X, represent the average values of profiles of
X,, X, respectively. The coefficient of pair correlation in the
case of its significance represents the strength of the rela-
tionship between the corresponding nodes of the network.
When using a full matrix of coefficients of pair correlation,
a gene network is fully connected, since there is connection
between all the nodes of a given network. The weight of the
arc is equal to the coefficient of correlation between a pair
of gene expression profiles whose relations are assessed.
Network topology in this case is determined by the value
of threshold coefficient T that defines the threshold value of
the existence of a relationship between a pair of genes in the
network. A weight factor of the arc that connects the corre-
sponding genes is defined as follows:

0,if 7(X,, X,)<T;

10
r(X,.X,)if r(X,.X,)>1. o

m(XmXb):{

Simulation of the process of a gene network reconstruc-
tion based on gene expression profiles was performed in the
programming environment CytoScape [22] using the gene ex-
pression profiles data moe430a from the database ArrayExpress
[23]. The data were acquired from DNA-microchip experi-
ments and contained information on the gene expression of
mesenchymal cells of two types: nerve crest and mesoderm.
The matrix of original data consisted of 147 lines, or genes,
and 20 columns, or the examined objects. A block diagram of
the simulation process of GRN reconstruction modeling based
on the correlation output algorithm is shown in Fig. 4. Imple-
mentation of a given algorithm implies the following steps:

1. Formation of the input data in the form of a matrix
where lines are the genes that represent nodes of a gene
network, and columns are the conditions for running an ap-
propriate experiment to determine the expressions of genes.

2. Assigning the interval and step for a change in the val-
ue of the threshold coefficient; initializing the initial value of
threshold coefficient T="Ty;p.

3. Reconstruction of GRN whose topology matches the
assigned value of threshold coefficient.

4. Calculation of topological parameters of the obtained
GRN in line with formulae (1)-(8).

5. If the value of the threshold coefficient is less than the
maximum, we increase this value by drt (a step of change in
the threshold coefficient) and proceed to step 3 of a given pro-
cedure. In the opposite case, we construct diagrams of depen-
dence of the obtained topological parameters on the value of
threshold coefficient and diagrams of distributed topological
parameters for each value of the topological coefficient.

6. Analysis of the obtained results, determining the value of
threshold coefficient that matches the optimal GRN topology.

Matrix of
genes expression
I
Setup of correlation inference algorithm

Determination of range and step of
thresholding coefficient value change

o

Gene network
reconstruction

v

Calculation of network’s
topological parameters

@ Yes

No

Analysis of character of topological
parameters distribution for different
values of thresholding coefficient

Final decision concerning
network formation

Fig. 4. Block diagram of the process of determining
the optimal value of threshold coefficient when using
a correlation output algorithm




Fig. 5 shows results of the algorithm execution in the
form of diagrams of dependence of individual topologi-
cal parameters on the threshold coefficient. Value of the
threshold coefficient changed from 0.3 to 0.7 with a step
of 0.05. An analysis of the acquired diagrams reveals that
in the interval of change in the values of threshold coeffi-
cient from 0.3 to 0.45 the number of genes in the network
does not change. In this case, the values of coefficients of
centralization and heterogeneity grow while those of clus-
tering and density coefficients decrease. This indicates im-
provement in the network topology by reducing the number
of connections between its nodes at a constant number of
genes. When the value of threshold coefficient is 0.5, the
number of genes is reduced from 147 to 146 while the cen-
tralization coefficient reaches its maximum. Upon further
increase in the value of threshold coefficient, the number
of genes and the value of centralization coefficient start to
decline sharply. This fact testifies to the deterioration of
the network topological structure.
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Fig. 5. Diagrams of dependence of individual parameters for
the estimation of a gene network topology on the values of
threshold coefficient: @ — number of genes;

b — centralization coefficient; ¢ — clustering coefficient;

d — density and heterogeneity of the network

The research conducted allowed us to define a narrower
interval for a change in the value of threshold coefficient for
determining the optimal topology of a gene network.

Fig. 6 shows diagrams of change in the individual to-
pological parameters at a change in the value of threshold
coefficient from 0.45 to 0.55 with a step of 0.01. In this case,
in the presence of several genes, linked together but separat-
ed from the main network, we separated a network of genes
that have the largest number of interconnected nodes. Sub-
network with multiple nodes was removed from the network.

Fig. 6 shows that the values of threshold coefficient that
defines the structure of a gene network is determined by four
topological parameters: coefficients of clustering, centraliza-
tion, the network homogeneity, and nodes density. It should
be noted that the optimal network structure corresponds
to the minimum values of nodes density and clustering
coefficient, and to the maximum values of centralization
coefficient and heterogeneity coefficient. In order to make
a final decision on the choice of a network structure, it is
proposed to employ a comprehensive criterion based on the
Harrington desirability function [23]. The application of a
given function implies the conversion of scales for topologi-
cal parameters into a linear scale of dimensionless indicator

Y whose value varies from —2 to 5. Private desirables for each
value of indicator Y are calculated from formula:

d =exp(—exp(-Y)). (11)
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Fig. 6. Diagrams of change in individual parameters for the
estimation of a gene network topology in the interval of
change in threshold coefficient from 0.45 to 0.55 with a step
of 0.01: @ — number of genes; b — centralization coefficient;
¢ — clustering coefficient; d — density and heterogeneity of
the network

Desirability scale has an interval from 0 to 1. Value
d=0 indicates an absolutely impossible topology in terms
of a given criterion; d=1 is the best topology. The choice of
points 0.63 and 0.37 on the scale of desirability is due to the
convenience of calculations: 0.63=1-1/e, and 0.37=1/e. The
value of 0.37 typically corresponds to the limit of permissi-
ble values. Fig. 7 shows chart of the Harrington desirability
function constructed according to formula (11).
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Fig. 7. Harrington desirability function

Practical implementation of the calculation algorithm for
a comprehensive criterion based on the network topological
parameters implies the following steps:

1. Transformation of scales of network topological pa-
rameters to the scale of dimensionless indicator Y in accor-
dance with a system of linear equations:

Ydens =a,— b1 : dS,
Y, =a,=b,cl; (12)
Y(;entr =az+ bs e
Yhezr = a/i + b/i ) hr?

where ds, cl, cr and hr are the values of parameters for the
density of nodes, clustering, centralization and heteroge-
neity, which were calculated applying the corresponding
value of threshold coefficient; a and b are parameters that



are determined empirically for each criterion based on its
boundary values. In the case of density of nodes and clus-
tering coefficient, a system of equations for determining
parameters a and b takes the form:

Y, .=a-b-X

min?

Ymin =a_b.Xmax' (13)

When calculating a generalized indicator based on the
coefficients of centralization and heterogeneity, the system
of equations (13) takes the form:

Ymax = a+b'Xmax’
Ymin :a+b.Xmin’ (14)
where Yiin=—-2, ¥nax=5 (boundary values for the scale of the

generalized indicator, which match the values of Harrington
desirability function of 0 and 1, respectively), Xy, and Xpax
are the minimum and maximum value of the corresponding
topological indicator.

2. Calculation of private desirables for each criterion
in the interval of changes in the corresponding values of
threshold coefficient from formula (11).

3. Calculation of the generalized Harrington desirability
index as the geometric mean of all private desirables:

D= n/]i[d,,.

The maximum value of Harrington desirabili-
ty index corresponds to the threshold coefficient,
which makes it possible to obtain an optimal
structure of a gene network based on the inte-
grated analysis of topological parameters. Fig. 8
shows diagram of dependence of the comprehen-

(15)

value of the comprehensive criterion, calculated based on the
Harrington desirability function also reaches a maximum
at a value of threshold coefficient of 0.49. Fig. 9 shows the
result of reconstruction of a gene regulatory network when
applying the algorithm of correlation output with a thresh-
old coefficient of 0.49.

The research conducted allows us to propose a tech-
nology for the reconstruction of a gene regulatory network
based on the correlation output algorithm. Structural block
diagram of this technology is shown in Fig. 10.
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Fig. 9. Result of gene network reconstruction when applying
the correlation output algorithm
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Analysis of the Figure shows that the opti-
mal value based on individual parameters for
the estimation of topology of a gene network is
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Fig. 10. Technology of reconstruction of a gene regulatory network based

the value of threshold coefficient of 0.49. In this

case, the network has 147 genes, centralization

coefficient reaches a maximum, while clustering coefficient
reaches a minimum. The values of coefficients of density
and heterogeneity in the interval of change in the threshold
coefficient from 0.45 to 0.49 monotonically changes towards
lower and larger sides, respectively. In the interval from 0.49
to 0.51, the rate of change in these parameters is zero. The

on the correlation output

Practical implementation of a given technology implies
the following stages:

Stage I. Statement of problem. Formation of data.

1. Formation of initial data in the form of a matrix where
lines are the genes; columns are the conditions for running a
DNA-microchip experiment.



Stage II. Approximate estimation of the interval of
change in threshold coefficient.

2. Assigning the approximate interval and step for a
change in threshold coefficient. Initialization of the original
value of threshold coefficient: T=1,;,.

3. Reconstruction of GRN whose topology matches the
assigned value of threshold coefficient.

4. Calculation of topological parameters of the obtained
genetic regulatory network.

5. If a value of the threshold coefficient is less than the
maximum value, we increase this value by dt (step for a
change in threshold coefficient) and proceed to step 3 of a
given procedure. In the opposite case, we construct diagrams
of dependence of the obtained topological parameters on the
value of threshold coefficient.

6. Analysis of the results obtained; determining the new,
narrower, interval and a smaller step for a change in the val-
ue of threshold coefficient.

Stage I11. Determining the optimal value of threshold
coefficient.

7. Reconstruction of a gene regulatory network within
the new interval of change in the values of threshold coeffi-
cient. Calculation of parameters for the estimation of topolo-
gy of a gene regulatory network at each step of change in the
value of threshold coefficient.

8. Construction of diagrams for a change in the values
of topological parameters depending on the threshold co-
efficient. Analysis of the obtained results. Determining the
optimal value of threshold coefficient.

Stage IV. Reconstruction of a gene regulatory network.

9. Reconstruction of GRN, applying the optimal value of
threshold coefficient.

6. Reconstruction of a gene regulatory network based on
the algorithm ARACNE

The algorithm for the reconstruction of a gene regulatory
network ARACNE (Algorithm for the Reconstruction of
Accurate Cellular Networks) [24] forms a network topology
based on the analysis of statistical hypotheses about the
presence or absence of connection between relevant genes.
As a result of the analysis, at the stage of network recon-
struction, a vector of probabilities for each gene is derived,
each element of which determines the presence and the
strength of respective connection [25]:

P({gi}) =

N N

VA

ij=1 =

where N is the number of genes, Z represents a normalizing
factor, ¢ are the potentials that determine the strength of
connection of the respective group of genes.

It is believed that the sets of genes interact with each
other if the corresponding potential is different from zero.
Otherwise, there is no connection between a given group of
genes. Correct choice of parameters for a given algorithm
makes it possible to obtain a gene network with significantly
fewer connections compared with the network obtained
when applying the correlation output algorithm, which
simplifies the interpretation of results during subsequent
modeling of GRN. Assessment of the degree of relationship

:icxp _Zq)i(gi)_zd)i,j(gi’gj)_‘z q)i,j,k(gi’gj’gk)_"' ’(16)

between the pair of genes g;, g; in the presence of M options
for connection is obtained using the Gaussian nuclear assess-
ment based on Shannon entropy [25]:

1({gi},{gj})=ﬁilog (8.5

k=1 Hk(gi)Hk(gj),

where H(g) is the Shannon entropy, which is calculated for
the profile of gene g. The basic idea of ARACNE algorithm
lies in the fact that in the presence of various ways of con-
nection in the network, each of which is characterized by the
degree of appropriate relationship /(g;, g), the connection is
chosen that satisfies condition:

(17)

I(g,g,)<min|I(g.8.)1(g.8, )1 (ng)], (18
where g;, g,..., g are the intermediate genes that carry the
relationship between genes g; and g;. This optimizes the
number of connections in the network. As a result, we obtain
a network of interacting genes, the weight of the connection
between the relevant genes in which is determined by the
degree of connection between the genes. The number of
network connections is limited also by the introduction of
a threshold coefficient. It is believed that if the weight of
the corresponding connection is less than the value of the
threshold coefficient, the link between these genes is broken.

Simulation of the process of a gene network reconstruc-
tion based on the output algorithm ARACNE was also per-
formed in the programming environment CytoScape using
data on the profiles of gene expressions moe430a from the
database ArrayExpress. According to the technology for de-
termining optimal value of a threshold coefficient (Fig. 10),
at the first stage the value of threshold coefficient varied in
the interval from 0.1 to 0.9 with a step of 0.1. Distribution
diagrams of individual topological network parameters de-
pending on the threshold coefficient are shown in Fig. 11. A
network clustering coefficient was equal to zero, indicating
the absence of links between the neighbors of genes in the
network. Based on the analysis of the obtained results we
can conclude that the optimal value of the threshold coef-
ficient is in the range from 0.3 to 0.5 because the values of
coefficients of centralization and heterogeneity in a given
range reach local maxima and the density of nodes — a local
minimum. The number of genes thus varies from 146 to 147,
which is quite acceptable.

Fig. 12 shows similar diagrams for the case of
change in the value of threshold coefficient from 0.3
to 0.5 with a step of 0.02. An analysis of the acquired
diagrams does not make it possible to uniquely select
the optimal value of threshold coefficient, because co-
efficients of centralization, heterogeneity and density
have three local extrema, which to some extent contra-
dict each other. In line with the technique for determining
an optimal value of threshold coefficient, at the final step we
calculated the integrated criterion based on the Harrington
desirability function, which contained as a component the
corresponding topological parameters. A diagram of depen-
dence of the value of comprehensive criterion on the thresh-
old coefficient is shown in Fig. 13. An analysis of Fig. 13 re-
veals that the maximum value of the generalized Harrington
desirability index is reached at threshold coefficients of 0.33
and 0.42. However, it should be noted that in the second case
the genetic network is less by five genes, which is why the
value of threshold coefficient at 0.33 is more acceptable in



terms of the number of genes in the network. Fig. 14 shows
the result of a gene network reconstruction when applying
the value of threshold coefficient of 0.33.
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Fig. 11. Distribution diagrams of topological parameters
when changing the threshold coefficient from 0.1 to 0.9 with
a step of 0.1 when using the ARACNE algorithm: @ — number

of genes; b — centralization coefficient; ¢ — density;
d — heterogeneity
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Fig. 12. Distribution diagrams of topological parameters
when changing the threshold coefficient from 0.3 to 0.5 with
a step of 0.02 when using the ARACNE algorithm:

a — number of genes; b — centralization coefficient;
¢ — density; d — heterogeneity
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Practical implementation of the proposed technology for
the reconstruction of a gene network allows us to optimize
the topology of the network, but there is a problem on the
validation of GRN obtained. This problem can be solved us-
ing a ROC analysis (Receiver Operator Characteristic) [26]

that is applied to visualize results of binary classification
using errors of the first and second kind.
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Fig. 14. Result of the reconstruction of a gene network when
applying the algorithm ARACNE

7. Discussion of results: validation technique of the model
of a genetic regulatory network

The process of validation of GRN model implies a com-
parative analysis of the character of relationships between
genes in the network reconstructed based on a selected
group of genes and conditions compared with the network
reconstructed on the basis of all examined genes and condi-
tions. Gene networks are considered to be completely ade-
quate if the character of relations between relevant genes in
different networks fully coincides. In this case, we estimate
the presence of a relationship between genes. If there is a
connection, it is considered to be equal to 1; in the absence
of such a connection, this value is 0. According to the theory
of ROC analysis, at the first stage we calculate quality pa-
rameters for the classification of relationships between genes
in relevant networks. Such indicators are:

— TP (True Positives) — the number of relationships
between pairs of matching genes that coincide in the two
networks (true positive cases).

— TN (True Negatives) — the number of matching neg-
ative relationships between pairs of corresponding genes in
different networks (true negative cases).

— FN (False Negatives) — the number of relationships
between pairs of genes, reconstructed based on full data
not identified in the network, reconstructed on the basis of
a limited number of genes and conditions (error of the first
kind). In this case, the relationship that exists between a pair
of genes in the full network is missing between the pair of
genes in the examined network.

— FP (False Positives) — the number of missing links
between the relevant genes in the network, reconstructed
based on full data that are identified as existing in the
network, reconstructed on the basis of a limited number of
genes and conditions (error of the second kind). In this case,
a connection between a pair of genes that is missing in the
full network is identified as existing between a given pair of
genes in the examined network.



Based on these parameters, we calculate relative indica-
tors for the model quality assessment:

— the percentage of true positive cases or the sensitiv-
ity of the model — the ratio of the number of true positive
connections to the full number of connections between the
examined genes, based on the results of analysis of the gene
network employing complete data:

Sc=TPR=L-1OO%. (19)
TP+FN
— Percentage of false positive cases:
FPR=L~1OO%. (20)
TN + FP

— Specificity — the percentage of missing links that were
correctly identified by the network, reconstructed based on
a limited number of genes and conditions:

TN

=—100%.
TN +FP

Sp 21)

It should be noted that the percentage of false positive
cases and the specificity are related via ratio: FPR=100-Sp.
A larger specificity value corresponds to a smaller percent-
age of incorrectly identified cases of the presence of links in
the complete network. ROC-curve is a dependence diagram
of sensitivity Sc on the percentage of incorrect positive cases
FPR=100-Sp. A larger value of sensitivity and a lower FPR
value corresponds to a higher degree of the adequacy of a
model. In this case, the area under a ROC-curve (AUC)
reaches the highest value. Another criterion that determines
the adequacy of a model is calculated as the ratio of sensitiv-
ity to the percentage of false positive cases:

RC=3C (22)
FPR

A higher value of this criterion corresponds to a greater
level of adequacy of the gene network, reconstructed based
on the corresponding bicluster, the gene network based on
the totality of the genes and conditions. A structural block
diagram of validation technique of a gene network is shown
in Fig. 15.

Practical implementation of a given technique implies
the following steps:

1. Statement of problem. Forming an array of gene ex-
pression profiles. Data preprocessing: filtering, reduction,
clustering of gene expression profiles.

2. Reconstruction of basic gene networks based on data
from obtained clusters.

3. Biclustering of data on gene expressions contained in
the derived clusters. Fixing the biclusters.

4. Reconstruction of gene networks based on data about
gene expressions of the relevant biclusters.

5. Determining the quality indicators for the classifica-
tion of relationships between genes in the derived networks
(TP, TN, FP, FN).

6. Calculation of relative indicators for the model
quality estimation Sc¢, Sp, FPR according to formulae
(19)—(21).

7. Construction of dependence diagram of sensitivity Sc
on the percentage of false positive cases FPR.

8. Selection of the model whose area under the ROC
curve is the largest or which corresponds to the higher value
of the relative criterion calculated from formula (22).

| Preprocessed array of gene expression profiles |

v v

Bicluster analysis, Reconstriction of
biclusters formation basic gene network

[ BCt] [BC2] .-+ [BON]

v

Reconstruction of network
based on biclusters

Calculation of parameters of connections between
genes in networks quality classification: TP, TN, FN, FP

v

Calculation of relative parameters of model
quality estimation: Sc, FPR, Sp

| Creating ROC-graph, obtained results analysis

Fig. 15. Structural block diagram of validation technique for
a gene network

7. 1. Validation of the model of a gene network based
on the correlation inference algorithm

Fig. 16 shows results of the biclustering analysis of gene
expression profiles data moe430a, performed using the algo-
rithm “ensemble” [26].

o
E & 1 * 2 7
g 7 e g > -
& @ ey £ o ) |
g - Al 5 81
[} > oo H
% @ e £ S
= a Y "‘E o 4TA 'oe® 0
g 3—&00«2’ &~ . .."(';.3‘°
i T o
0.0 0.2 0.4 0.0 0.2 0.4
Thresholding coefficient Thresholding coefficient
a b
: id
2 o]}
g <]
£ '
Q
R I
R A
= o
§ o VIR
T T T T

0.05 0.08 0.11

Ratio paremeter
c

Fig. 16. Results of the biclustering analysis of gene
expression profiles data moe430a. a — dependence diagram
of the number of biclusters on the threshold coefficient;

b — dependence diagram of the criterion of biclustering
quality on the threshold coefficient; b — dependence diagram
of the criterion of biclustering quality on relative threshold
coefficient

At the first stage, the value of a parameter that deter-
mines the ratio of the number of lines and columns in bi-
clusters was fixed at the level of 0.15, the value of threshold



coefficient changed from 0.01 to 0.5 with a step of 0.01. The
value of the threshold coefficient based on the analysis of
the diagram shown in Fig. 16, b was fixed at the level of 0.12
(the first global minimum). Increasing the value of a given
criterion is not appropriate because this would lead to an in-
crease in the number of small biclusters. The value of relative
threshold coefficient changed in the range from 0.05 to 0.12
with a step of 0.01. Fig. 16 shows that the minimum value of
the internal criterion of biclustering quality corresponds to
the value of relative threshold coefficient of 0.1.

The result of a biclustering analysis of gene expression
profiles using the biclustering algorithm “ensemble”, at a
threshold coefficient of 0.12 and a relative threshold coeffi-
cient of 0.1, is given in Table 2. Lines denote the number of
genes in a bicluster, columns — the number of conditions for
determining the gene expression profiles.

Table 2

Distribution of lines and columns in the biclusters derived for
the gene expression profiles data moe430a

BC 1234567 [8[9[10[11]12]13
Lines [23 (16| 9 (13| 5 [39|11|44(32[28[24|24| 6
818|149 |8[8|7[12|12|/6 |11|9 |6

Columns

To validate the models of gene regulatory networks
reconstruction, we selected biclusters, which contain more
than ten genes (small biclusters were not dealt with). Thus,
10 biclusters were chosen: BC1, BC2, BC4, BC6-BC12. De-
pendence diagrams of values of the generalized Harrington
desirability index on threshold coefficient for the models of
gene networks based on the obtained biclusters are shown
in Fig. 17. The threshold coefficient changed from 0.35 to
0.55 with a step of 0.01. This interval was determined em-
pirically. The value of threshold coefficient in the specified
interval corresponded to the complete number of genes in
the obtained networks.
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Fig. 17. Dependence diagrams of the generalized Harrington
desirability index on value of the threshold coefficient for
gene networks, reconstructed based on data from biclusters
using the correlation output algorithm:

a — biclusters 1, 2, 4; b — biclusters 6, 7, 8;
¢ — biclusters 9, 10; d — biclusters 11, 12

Based on an analysis of the obtained diagrams, we reg-
istered the following threshold coefficients: BC1, BC2 and
BC7 - 0.51; BC4 and BC9 — 0.47; BC6 — 0.53; BC8 — 0.45;
BC10 and BC11 — 0.5; BC12 — 0.48. Fig. 18 shows ROC

curves for the derived models and values of the relative esti-
mation criteria for the adequacy of models of gene networks,
reconstructed using data from the respective biclusters.
Horizontal line in Fig. 18, b is drawn at the level of the
average relative criterion of estimation of the adequacy of
the model for the derived gene networks. An analysis of the
results obtained showed that the value for the specificity
parameter is in the range from 97 to 100 percent, indicating
a low percentage of incorrectly identified positive cases. The
value of sensitivity for the derived biclusters varies from
45.5 % for the gene network based on data of the seventh
bicluster, to 90.2 % for the network, reconstructed on the
basis of data from the fourth bicluster. The minimum value
of the relative criteria, calculated from formula (22), corre-
sponds to the gene network based on the eighth bicluster and
equals 21. In this case, the maximum value of this criterion
at 1,746 matches the fourth bicluster. The weighted average
of relative criterion for the validation of derived models
equals 355.5.
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Fig. 18. Validation results of technique for the reconstruction
of gene networks based on the correlation output algorithm:
a — ROC curves for the obtained GRN models;

b — distribution diagram of the values of relative criterion for
the validation of obtained biclusters

The results obtained indicate a high level of adequacy
of the proposed technique for the reconstruction of gene
networks as the values of relative validation criteria for all
reconstructed gene networks are substantially larger than
unity. The number of incorrectly identified positive cases
belongs to the interval from 0 to 3 percent, and sensitivity is
less than 50 percent (45.5) only for the network based on the
seventh bicluster. For the gene networks based on other bi-
clusters, the value of a given parameter is greater than 50 per-
cent, and for the fourth bicluster it reaches 90.2 percent.

7. 2. Validation of the model of a genetic network
based on the algorithm ARACNE

Fig. 19 shows dependence diagrams of values of the gen-
eralized Harrington desirability index on threshold coeffi-



cient for the models of gene networks based on the obtained
biclusters applying the algorithm ARACNE. Threshold
coefficient changed from 0.03 to 0.2 with a step of 0.01.
This interval was also determined empirically. The value of
threshold coefficient in the specified interval corresponded
to the complete number of genes in the obtained networks.
Based on an analysis of the obtained diagrams, we registered
the following values of threshold coefficients: BC1, BC4,
BC9 and BC12 - 0.13; BC2 - 0.06; BC6 — 0.19; BC7 — 0.07;
BC8 — 0.17; BC10 — 0.14 and BC11 — 0.09. Fig. 20 shows
ROC curves for the derived models and values for relative es-
timation criteria of adequacy of models of the gene networks,
reconstructed using data from the respective biclusters.
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Fig. 19. Dependence diagrams of the generalized Harrington
desirability index on the value of threshold coefficient for
the gene networks, reconstructed on the basis of data from
biclusters using the algorithm ARACNE:

a — biclusters 1, 2, 4; b — biclusters 6, 7, 8;
¢ — biclusters 9, 10; d — biclusters 11, 12
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Fig. 20. Validation results for a technique for
the reconstruction of gene networks based on
the algorithm ARACNE: a — ROC curves for
the obtained GRN models; b — distribution diagram of
the values of relative validation criterion for the obtained
biclusters

An analysis of the obtained results allows us to conclude
that the level of adequacy of the models of gene networks,
reconstructed using the output algorithm ARACNE is sig-
nificantly lower compared with the networks, reconstructed
using the output correlation algorithm. Thus, in the case
of application of the algorithm ARACNE, sensitivity var-
ies from 34.3 % to 72.5 %, and specificity — ranging from
95.1 % t0 99.2 %. The weighted average of the relative vali-
dation criteria for the models of gene networks based on the
output algorithm ARACNE is equal to 25.24, significantly
less than the corresponding value when applying the algo-
rithm of correlation output. This indicates a higher output
correlation algorithm efficiency in comparison with the
algorithm for reconstruction of gene networks ARACNE.

8. Conclusions

1. We have developed a technique for the reconstruc-
tion of gene regulatory networks based on comprehensive
application of network topological parameters and the gen-
eralized Harrington desirability index. The technique is
given in the form of a structural block diagram for a stepwise
process of information processing for determining optimal
parameters of the algorithm, applied for the reconstruction
of a gene network. We obtained dependence diagrams of
topological parameters and the generalized Harrington
desirability index on the value of a threshold coefficient. It
is shown that when the correlation output algorithm is em-
ployed, the optimal network topology is achieved at a value
of threshold coefficient of 0.49. In this case, the network has
147 genes, the centralization coefficient reaches a maximum
while the clustering coefficient — a minimum. Values of the
coefficients of density and heterogeneity in the range of
change in threshold coefficient of 0.45 to 0.49 monotonically
change toward lower and larger sides. Value of the compre-
hensive criterion, calculated on the basis of the Harrington
desirability function, also reaches a maximum at a value of
threshold coefficient of 0.49.

2. We have developed a technique for the validation
of models of gene networks based on ROC analysis, the
implementation of which implies a comparative analysis
of the character of relations between relevant genes in
the network based on the totality of genes and gene net-
works on the basis of the obtained biclusters. The process
of validation implies determining errors of the first and
second kind, with subsequent calculation of the relative
criterion, derived as the ratio of sensitivity of the model
to the percentage of false positive cases. A larger value of
this criterion corresponds to a higher level of adequacy of
the respective model. It is shown that when applying the
correlation output algorithm, the value of specificity pa-
rameter is in the range from 97 to 100 percent, indicating a
low percentage of incorrectly identified positive cases. The
value of sensitivity for the derived biclusters varies from
45.5 % for the gene network based on data from the seventh
bicluster, to 90.2 % for the network, reconstructed on the ba-
sis of data from the fourth bicluster. Minimum value of a rel-
ative criterion for the model validation quality corresponds
to the gene network based on the eighth bicluster and
equals 21. In this case, the maximum value of this criterion
of 1,746 matches the fourth bicluster. The weighted aver-
age of relative validation criterion for the derived models



equals 355.5. When employing the algorithm ARACNE,
the sensitivity varies from 34.3 % to 72.5 %, and the spec-
ificity — from 95.1 % to 99.2 %. The weighted average of
relative validation criteria for the models of gene networks
based on the output algorithm ARACNE equals 25.24.

3. Simulation was performed of the processes of recon-
struction and validation of the gene networks, obtained
using the algorithms of correlation output and ARACNE.
We employed, as model data, the gene expression profiles
data moe430a from the database ArrayExpress. The data
were acquired in the course of DNA-microchip experi-
ments and contained information on gene expression of
mesenchymal cells of two types: nerve crest and meso-

derm. The matrix of output data consisted of 147 lines,
or genes, and 20 columns, or conditions for determining
expressions of the relevant genes. We have obtained op-
timal topologies of the corresponding gene networks that
match the maximum value of the generalized Harrington
desirability index. It is shown that in terms of analysis
of the character of relations between relevant genes, the
algorithm of output correlation is more effective compared
to the algorithm ARACNE. The weighted average of a
relative validation criterion for the derived models using
the correlation output algorithm is equal to 355.5, which
considerably exceeds the respective value of 25.24 when
applying the algorithm ARACNE.
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Ipononyromvcs adanmueni xomédinosani
Mo0eJi 2ibpuoH020 ma cerexmueHo20 munie 01
NPOZHO3YBAHHS ACOBUX PAOI6 HA OCHO8I NPo-
epammnozo Habopy 3 a0anMueHux NOAIHOMIANL-
Hux modenei piznux nopsaoxie. Ilpononyromocs
aodanmueni KoMOIHOGaHI MOOei NPOoZHO3YEAH-
HS 4acosux psaoieé 3 6paxy6anHAM pe3ybma-
mie idenmucpixauii nooiGnocmeii 6 pempocnex-
uii yux wacoeux paoie. Ouinena epexmusnicmo
NPOZHO3YBAHHA PIZHUX KOMOTHOBAHUX MOOenell
3aedncno 6i0 pieHs nepcucmenmuocmi 4acosux
paoie. Pospooneni mooeni 0o3sonstomo nioeu-
wumu mouHicmo y 6unaoxy cepeorHbLOCMpOKo-
8020 NPOZHO3YBAHHS HECMAUIOHAPHUX UACOBUX
padis, 30Kpema QPinanCco6UX NOKAZHUKIE

Kmowosi cnoea: npoenosyeanns uacoeux
paodie, nowyx nodionocmeil, adanmuena Komoi-
Hoeana modenv, noxasnux Iepcma

T ]

IIpeonazatomcsa adanmuenvie KoMOUHUPO-
eannvie Modenu 2uOpudH020 U CeNeKMUHO20
MuUNo6 0151 NPOZHOIUPOBAHUSL BPEMEHHBIX PAO0E
Ha 0CHO8e NpoZpammnozo Habopa u3 aoanmue-
HbIX NOJUHOMUATLHBIX MOOeIIel PA3HBIX NOPA0-
xo6. Ilpeonazatomcsa adanmuenvie KOMOUHUPO-
eanHbvle MO0eaU NPOZHOZUPOBAHUSL BPEMEHHBLX
PA008 ¢ yuemom pe3yaomamos udenmuduxa-
Uuu 000Ul 8 PEMPOCREKUUU IMUX 6PEMEHHBLX
pados. Ouenena 3pdexmusnocmsv npozHO3IUPO-
8aHUS PA3NUMHBIX KOMOUHUPOBAHHBIX MOOeaell
8 3a6UCUMOCTU OM YPOBHS NEPCUCMEHMHOCMU
epemennvix psoos. Paspadomannvie mode-
AU NO360JA10M NOBLICUML MOUHOCMb 6 CJY-
uae CpeoHeCPoOUH020 NPOZHOZUPOBAHUS Hecma-
UUOHAPHBIX 6PEMEHHBIX PS008, 8 UACMHOCMU
Qunancosovix noxazameneu

Kniouesvie crrosa: npoernosuposanue epemen-
HbIX P006, NOUCK N000OUL, adanmueHas Kom-
ounuposannas modeas, nokazameno Xepcma
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1. Introduction

instability with respect to the average level. Application

It is known that the overwhelming majority of financial,
technical and physical processes for which the problem of
predicting arises are characterized by nonlinearity and

of classical econometric prediction models and appropriate
methods of predicting such time series that reflect these
processes is rather limited. This is because of a low efficiency
of these models in such conditions. Prospective directions






