1. Introduction

In the present-day world, a steady increase in the volume of digital data is observed. A considerable portion of these data needs to be made public in order to ensure possibility of conducting studies of various kinds. At the same time, adequate protection of the data from breach of privacy should be ensured. Organizations that publish data while ensuring their privacy are called data managing organizations [1].

In their activities, data managing organizations implement the CSID process of data processing which consists of four subprocesses: capture, storage, integration, dissemination. Data are captured through observations, censuses or surveys and stored as databases or individual microdata files (microfiles). Dissemination of such data involves creation of original tables or microfiles of certain data samples.
problem. Such IT should make it possible to form a group of respondents in a microfile and ensure its anonymity with a minimum possible distortion of the microfile data.

Since group anonymization requires different levels of training from IT users, it is advisable to distribute different operations and actions among users having different roles. The following distribution of roles is proposed:

- a statistician whose duties include data capture and input to the database (DB), etc.;
- a data scientist whose duties include preparation of metadata about microfiles (description of their structure) and their modification;
- a junior analyst whose duties include direct anonymization of data including choice of group parameters and methods for ensuring group anonymity and evaluating quality of the resulting solutions;
- a senior analyst whose duties include making final decision on the fact of ensuring group anonymity;
- a database administrator whose duties include providing support for the database and preparation of microfiles for publication.

The developed IT should provide high level of reliability and security of primary data. The development tools used at the stage of the IT creation should be distributed freely.

2. Literature review and problem statement

A microfile is a two-dimensional data array in which each line corresponds to a particular respondent (record) and each column to some attribute of this respondent (record). There are three classes of attributes:

- parameter attribute having values enabling microfile to be broken into parameter subfiles, that is, data arrays in which entries have the same value of the parameter attribute;
- vital attributes which make it possible to form criteria of belonging of microfile records to a particular group using their values as a basis. A set that consists of microfile records with certain values of vital and parameter attributes of the microfile that correspond to a group shall be called further a group model;
- basic attributes: they are neither parameter nor vital attributes.

To violate group anonymity based on the microfile data, a target microfile representation (TMR) relative to a given group is created. The TMR in a form of a quantitative signal, i.e. a vector of values corresponding to the number of respondents belonging to the group and having value of the parameter attribute corresponding to the group is the most common in practice. Threat of group anonymity violation is defined in literature [4] as a possibility to detect in the TMR outliers, i.e. values that significantly exceed the rest of the values. Outliers in the TMR indicate an abnormal number of respondents belonging to the group relative to some value of the parameter attribute (for example, an abnormal number of military personnel in a certain region).

Group anonymity can only be ensured by primary data modification which introduces distortion to the data (preferably insignificant). Removal of an vital attribute from a microfile is such a modification at first glance. However, as shown in [5], group anonymity can be violated in a number of cases by means of extraneous data. A method of constructing a fuzzy model of a group of respondents based on an auxiliary microfile, i.e. a microfile close by its structure to that anonymity of which should be ensured, is proposed in [6]. Such a model is a set of fuzzy rules with the help of which it is possible to construct an auxiliary target representation with respect to the optional microfile (ATMR), outliers of which may coincide with the TMR outliers. In a case of successful construction of such a fuzzy model, removal of the vital attribute from the microfile is not a guarantee of group anonymity, so additional methods of its providing should be applied.

Since automated construction of a fuzzy rule base is a complex problem, it is proposed in literature to use genetic algorithms for its solution [7]. For the first time, such algorithms have been proposed for constructing trainable systems of classifiers [8]. In literature, there are two main approaches to constructing rule bases:

- according to the Michigan approach [9], each individual in the genetic algorithm is a separate rule;
- according to the Pittsburgh approach [10], each individual in the genetic algorithm is a complete rule base.

Advantage of the Michigan [11] approach is that rules do not depend on each other and its computational complexity is significantly smaller [12].

To date, the μ-ARGUS free application package developed in Java language [13] is the most powerful software product for ensuring data anonymity. By means of μ-ARGUS, individual anonymity of microfiles can be ensured using algorithms such as re-encoding and data roughening [14], k-anonymization [15], data exchange [16], noise polluting [17].

At the same time, the μ-ARGUS package does not ensure group anonymity and microfile data must be stored as separate files and not be introduced to a database which would facilitate creation of a corresponding information technology.

Free sdcMicro application package written in the programming language R [18] implements methods of micro-aggregation [19], noise pollution, data exchange, generation of synthetic data, recoding and roughening. At the same time, the need to own an environment R and represent microfiles as separate files reduces the scope of application of this software product. The package also does not support methods for providing group anonymity.

An information technology [20–22] described in literature supports providing of group anonymity of data. Microfiles for this technology are stored not as separate files but in a database and at the same time:

- values of the basic attributes are not taken into account, that is, it does not protect against breach of group anonymity through analyzing auxiliary microfiles;
- users have to repeatedly apply the anonymization method with different parameters until a microfile of satisfactory quality is obtained;
- users of this technology should be additionally instructed because it does not provide distribution of roles among users of various professions.

Therefore, there are grounds to state that virtually no industrial information technologies are available currently to provide group anonymity of data that would take into account a combination of values of basic microfile attributes and satisfy the requirements set forth earlier in section 1. This determines necessity of development of such information technology.

3. The aim and objectives of the study

This study objective was to improve effectiveness of ensuring group anonymity of data at the stage of prepar-
ing microfiles for publication by means of development of a specialized information technology which would make it possible to analyze data of auxiliary microfiles.

To achieve this objective, the following tasks were solved:
- to develop an IT architecture that satisfies the above requirements;
- to develop a conceptual model for the IT database that contains all necessary essentials and reflects their interrelation;
- to implement the IT using modern software development tools meeting the above requirements;
- to assess in practice improvement of effectiveness of the process of preparing microfiles for publication with the help of the developed IT.

4. Materials and methods used in the study of impact of the developed information technology on effectiveness of microfile preparation

4.1. The task of providing group anonymity and methods of its solution

Denote by M the microfile for which it is necessary to provide group data anonymity. Denote the microfile entries by by \(q_{ij}^*, i=1,..., \rho \); attributes by \(w_j, j=1,..., \eta \). Denote the number of values of the parameter attribute \(w_j\) by \(l_j\). Then the microfile M can be broken into parameter submicrofiles \(M_1,..., M_\rho\), containing \(\rho\) number of entries each. Denote the TMR by \(q^{*-}(q_1, q_2, ..., q_\delta)\) where \(q_\delta\) is the number of vital records contained in \(M_\delta\).

Denote indices of TMR values that are outliers by \(\text{OUT}(q)\). Outliers are determined in literature [4] with the help of modified Thompson method (MMTT):

1. Find median \(M_q\) and pseudo-quadratic deviation \(s_{pq}\) TMR with its values arranged in an ascending order:

\[
M_q = \begin{cases} 
q_{(l_p+1)/2}, & l_p \text{ – odd,} \\
\frac{q_{(l_p/2)} + q_{(l_p/2+1)}}{2}, & l_p \text{ – even,}
\end{cases}
\]

\[s_{pq} = q_{0.75} - q_{0.25} = 1.349,
\]

where \(q_{0.75}\) and \(q_{0.25}\) are the upper and lower quartiles, respectively.

2. Calculate absolute deviations from the median \(\forall q_i, i=1,..., l_p\):

\[d_i = |q_i - M_q|.
\]

3. Calculate quantity

\[
t = \frac{t_{\alpha/2}}{\sqrt{\frac{l_p}{(l_p - 1)}}}.
\]

where \(t_{\alpha/2}\) is the critical value \(t\) of the Student distribution for the number of degrees of freedom \((l_p - 2)\) and the level of significance \(\alpha\).

4. If \(d_i \geq t_{\alpha/2}\) then the \(i\)-th value of the TMR is a outlier. Then remove it from the TMR and proceed to step 1. If this criterion is not satisfied for any \(i\), the algorithm ends.

The task of providing group anonymity (TPGA) consists in selecting such data modification that in the TMR \(q^*\) constructed for the modified microfile \(M^*\) outliers calculated for MMTT are masked, that is, \(\text{OUT}(q^*) \cap \text{OUT}(q^*) = \emptyset\). In this case, distortions introduced in the microfile data have to be insignificant. In practice, microfiles are usually modified by means of a pairwise exchange of respondents similar in the sense of the defining metric [22]:

\[
\text{InfM}(r^{(i)}, r^{(i)}) = \sum_{j=1}^{\alpha} t_j \left(\frac{t_j}{(t_j + 1)}\right) \left(\frac{t_j}{(t_j + 1)}\right)^2,
\]

where \(t_j = \frac{\alpha}{2}\) is the \(k\)-th categorical (\(l\)-th ordinal) defining attribute, i.e. the attribute that is of interest for potential microfile researchers; \(\chi(v_1, v_2)\) is equal to \(\chi\) if values \(v_1\) and \(v_2\) of the attributes belong to the same category and \(\chi\) is different; \(\gamma\) and \(\omega\) are nonnegative weight coefficients (the greater weight the more important attribute).

Since the choice of a particular \(q^*\) is associated with a specific amount of distortions calculated as the sum of values (1) for each pair of respondents, the TPGA is reduced to selection of \(q^*\) which will provide minimum amount of distortions [22]. It is impossible to determine optimal \(q^*\) in advance, therefore, when solving TPGA, fuzzy constraints are imposed to values of \(q\) [23] that are set by functions \(\mu_i(x)\) for each \(i\)-th value of \(q_i\). Each such function is equal to 1 for \(x \leq \varepsilon_i\), monotonously decreases to 0 for \(\varepsilon_i < x \leq \gamma_i\) and is equal to 0 for \(x > \gamma_i\), where \(\varepsilon_i\) is the threshold value below which the \(i\)-th value of TMR \(q_i\) should be reduced. The quantity \(\mu_i(q_i)\) is called compatibility of \(q_i\) with the fuzzy limitation imposed on it. Compatibility of \(\mu_i(q_i)\) of the whole signal \(q\) with a set of fuzzy constraints is defined as the product of all \(\mu_i(q_i)\), \(i=1,..., l_p\)

Threshold values should be determined as follows:

\[
e_i = q_{k_{\text{max}}} - (q_i - q_{k_{\text{max}}} \cdot 0.2),
\]

where \(q_{k_{\text{max}}}\) is the \(K\)-th largest value of a subset of TMR values \(q^{*-}(q)\) which consists of values with indices belonging to \(\text{OUT}(q)\), the complement of \(\text{OUT}(q)\) to the set \(\{1,..., l_p\}\). Taking into account the above, TPGA can be formulated as a task of searching for a sequence of paired exchanged of records in the form

\[
S = \left( (\mathbf{r}^{(i_1)}, \mathbf{r}^{(j_1)}), ..., (\mathbf{r}^{(i_k)}, \mathbf{r}^{(j_k)}) \right).
\]

where \(i_k, j_k, k=1,..., Q\) are indexes of microfile records that are exchanged between submicrofiles in the frame of modification. Each such sequence will be called the TPGA solution and have to satisfy the following conditions:

\[
\mu(q^*(S)) \geq \alpha_{\text{comp}},
\]

\[
\frac{|\text{OUT}(q^*) \cap \text{OUT}(q^*)|}{|\text{OUT}(q)|} \leq K_{\text{adv}},
\]

\[
\sum_{i=1}^{\alpha} \text{InfM}(r^{(i)}, r^{(i)}) \leq K_{\text{adv}} - C_{\text{max}},
\]

where \(q^*(S)\) is modified TMR; \(\mu(q^*(S))\) is compatibility of \(q^*\) with fuzzy constraints; \(\alpha_{\text{comp}}\) is the compatibility thresh-
old; $K_{out}$ is the sensitivity threshold; $K_{dist}$ is the threshold of distortions; $C_{max}$ is the maximum total value (1) for solved TPGA.

In literature, search for sequences of the above format is performed using mimetic algorithms (MA), that is, evolutionary algorithms that combine stochasticity with the elements of local search [24]. The population in MA for solving TPGA is composed of matrices of order $Q \times 4$ which are denoted by $U$. Each row of the matrix defines records for exchange between submicrofiles in the following way:

- element $u_{i1}$, $i=1,...,Q$ is the index of the submicrofile from which record should be deleted;
- element $u_{i3}$, $i=1,...,Q$ is the index of the submicrofile in which entry should be added;
- element $u_{i2}$, $i=1,...,Q$ is the index of the record within the submicrofile to be deleted;
- element $u_{i4}$, $i=1,...,Q$ is the index record within the submicrofile to be exchanged for the entry defined by $u_{i3}$ and $u_{i2}$.

The structure of $U$ is subjected to certain constraints. In particular, the number of entries of the submicrofile index $i$, $i=1,...,l_p$, in the first column cannot exceed $q_i$ and $(p_i-q_i)$ in the third column. Microfile records cannot occur in $U$ more than once.

The function of adaptability of individuals in the population has the form:

$$f(U) = \Phi(U) \cdot Y(U) \cdot \Psi(U) =$$

$$= \prod_{i=1}^{Q} \left( \frac{C_{max} - \sum_{r=1}^{Q} \text{InfM}(M_{u_i}(u_{i1}), M_{u_i}(u_{i2}))}{C_{max}} \right) \times$$

$$\times \frac{1}{1 + e^{2(q_i - 1)}},$$

(5)

where $\Phi(U)$ is compatibility $\mu(q)$ of the signal with the imposed fuzzy constraints (a measure of quality of masking outliers in the interval $[0, 1]$); $Y(U)$ is a measure of quality of distortion minimization in the interval $[0, 1]$; $\Psi(U)$ is the term of penalty (in the interval $[0, 1]$) against an unlimited growth of dimensionality of individuals.

Mimetic algorithm includes the following steps:

1. Generate a population $P$ of $\mu$ individuals, $i=1,...,\mu$, to each of them operator of local search $LS(U_i)$, $i=1,...,\mu$.
2. Calculate the value of the adaptivity function (5) to $\forall U_i$ from $P$.
3. Check the condition of completion and stop the algorithm if the condition is met.
4. Select $\lambda$ pairs of paternal individuals and put them in the set $P'$.
5. Apply the operator of crossing $REC(U_{i1}, U_{i2})$ to each pair $U_{i1}, U_{i2}$ from $P'$. Place heirs in the set $P'$.
6. Apply mutation operator

$$MUT(U) = (MUT_1, MUT_2, MUT_3, MUT_4)(U) \forall U_i \text{ from } P'.$$

Each operator $MUT_k$, $k=1,...,4$, acts on the $k$-th column of the individual $U_i$ separately.

7. Apply $LS(U)$ $\forall U_i$ from $P'$.
8. Calculate the value of the adaptivity function (5) $\forall U_i$ from $P'$.
9. Select $\mu$ individuals from $P$ with the largest value of the adaptivity function and place them in $P$ in the place of $\mu$ individuals with the lowest value of the adaptivity function.
10. Go to step 2.

The cutting operator [25] was used in MA as the crossing operator, mutations of exchange ($MUT_1$, $MUT_2$) [26] and mutations of random exchange ($MUT_3$, $MUT_4$) [27] were used as the operators of mutation, the operator of tournament selection was used as the operator of selection [28].

The operator of local search [22] provides execution of the following steps:

1. Execute steps 2–3 for each row with $U$.
2. Randomly generate quantity $r$ evenly divided into $[0,1]$. 
3. If $r \leq p_{mem}$ ($r > p_{mem}$), assign to the element $u_{i1}(u_{i2})$ index of the record from $M_{i1}(M_{i2})$ closest to (1) to the record $u_{i1}(u_{i2})$ from $M_{i1}(M_{i2})$.

The initial population is generated randomly and individuals must have different number of rows. As a rule, the number of executed generations of the algorithm is the criterion of completion.

As noted above, it is sometimes possible to violate group anonymity, even if solutions are found that meet requirements set forth above. Having access to the Maux auxiliary microfile, it is possible to build a fuzzy group model that can be used to determine TMR outliers in $M$. The corresponding process consists of the following steps [6]:

- with the help of such fuzzy model, each microfile record can be juxtaposed to the degree of its membership in the $\mu_i(r^{(p)})$ group as a value from the $[0, 1]$ interval. The degree of membership is a measure of validity of the record membership in the group in absence of vital attributes which clearly indicate this membership;
- based on the degrees of membership of all records, one can build a ATMR in the form

$$q_i^{(m)} = [r \in M_i | \mu_i(r) \geq 0], j = 1,...,l_p,$$

(6)

where $a$ is the membership threshold which can be used to delete entries with a low degree of membership (as a rule, $a=0.5$ is taken);
- detect outliers in (6) with the help of MMTT.

To enable construction of a fuzzy model, the auxiliary Maux microfile should be similar in structure to the main M microfile. In particular, two microfiles can be harmonized, that is reduced to a single structure with attributes having values of the same interpretation.

The fuzzy model of the group consists of conditional fuzzy statements (fuzzy rules) $R_i$, $i=1,...,m$ of canonical form

$$R_i : \text{If } L_1 \in A_1, L_2 \in A_2,..., L_t \in A_t, \text{ then } G.$$

(7)

where $L_k$, $k=1,...,t$ are linguistic variables [29] whose basic variables are defined on the sets of values of basic attributes of the microfile, $w_{ik} k=1,...,t$, respectively; $A_j$ is the fuzzy value of the $L_j$ variable which occurs in the fuzzy rule $R_i$; $G$ is the class of records belonging to the group. Logical connective "and" is modeled as a fuzzy cut in a form of a product.

Each linguistic variable $L_k$ in the fuzzy group model corresponds to some basic attribute of the microfile, $w_{ik} k=1,...,t$. At the same time, each variable, $L_k$, $k=1,...,t$, has several values, $L_{ij}, j=1,...,l_{ik}$. Entries with values not belonging to the carrier of at least one base variable of the corresponding linguistic variable are removed from the microfile.

The task of forming a set of fuzzy rules of form (7) can be considered as a task of identifying subgroups [30] in a set of respondents whose distribution is of interest for studies. Each rule in a fuzzy model is associated with a quality mea-
Rules for a fuzzy group model can be built automatically with the genetic algorithm (GA) first proposed in [32] which corresponds to the Michigan approach described above. The population in GA for building fuzzy rules consists of individuals, each corresponding to a separate fuzzy rule. Each rule is represented as a vector whose values are indices of fuzzy values of linguistic variables, $L_k$, contained in the rule $R_i$. $R_i$ is the fuzzy cut; $r_{kj}$ is the value of the $j$-th base attribute of the record $r$. Positive value of (8) indicates that the fuzzy rule corresponds to the Michigan approach described above. The population in GA for building fuzzy rules consists of individuals, each corresponding to a separate fuzzy rule. Each rule is represented as a vector $R_i$, whose values are indices of fuzzy values of linguistic variables, $L_k$, contained in the rule $R_i$. $R_i$ is the fuzzy cut; $r_{kj}$ is the value of the $j$-th base attribute of the record $r$. Positive value of (8) indicates that the fuzzy rule corresponds to the Michigan approach described above.

The value of (9) which exceeds threshold of relative validity $\gamma$ indicates that the fuzzy rule incorrectly classifies a small number of records from $M^{aux}$ than records from $M^{aux}$ in general; $\gamma$ is Baussian factor calculated as $MB = \min_{R_i} B(t_i, t_j)$, where $B$ is Baussian factor calculated as

$$B(t_i, t_j) = \frac{TP + FP + FN + TN + 1}{(TP + FP + t_i + 1)(FN + TN + t_j + 1)} \times \frac{(t_i + 1)(t_j + 1)}{t_i + t_j + 1} \times \frac{(TP + FP + FN + TN)!}{(TP + FN)!} \times \frac{t_i!}{(i + j)!} \times \frac{t_j!}{(t_i + t_j - i - j)!} \times \frac{(FN + TN + t_j)!}{(FN + j)!} \times \frac{t_i!}{(t_i - t_i - t_i)!} \times \frac{t_j!}{(j)!}.$$  

where $t_i, t_j$ are nonnegative integers; $TP, FP, TN, FN$ are elements of the matrix of inconsistencies

$$Z = \begin{bmatrix} TP & FP \\ FN & TN \end{bmatrix} = \begin{bmatrix} OUT(q) \cap OUT(q^{\infty}) & OUT'(q) \cap OUT(q^{\infty}) \\ OUT(q) \cap OUT'(q^{\infty}) & OUT'(q) \cap OUT'(q^{\infty}) \end{bmatrix}$$

Interpretation of values (11) is performed according to Table 1.

<table>
<thead>
<tr>
<th>Metric value</th>
<th>Adequacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 0</td>
<td>Very low</td>
</tr>
<tr>
<td>From 0 to 1</td>
<td>Low</td>
</tr>
<tr>
<td>From 1 to 3</td>
<td>Mediocre</td>
</tr>
<tr>
<td>From 3 to 5</td>
<td>Strong</td>
</tr>
<tr>
<td>More than 5</td>
<td>Very strong</td>
</tr>
</tbody>
</table>

Typically, five different values of such a metric are sufficient for a qualitative description of the model adequacy.
4.2. Architecture of the information technology for providing group anonymity. Conceptual data model

This study proposes a three-level client-server IT architecture (Fig. 1) with workstations of the users having different roles, an application server and a database server. This approach to creation of an IT enables fulfillment of the requirements set forth in Section 1, in particular:

– support for users having different roles;
– ensuring a high level of reliability and security of primary data by means of their storage in a separate DB server with a limited access;
– ensuring high flexibility and efficiency of the system by distributing tasks among the application servers and the DB.

The IT components perform the following functions:

– the application server manages connections and transactions; clients do not have direct access to the DB.
– the database server manages the database, provides data integrity, processes requests from clients, manages user accounts, etc. Clients do not have direct access to the database (all communications are performed through the application server) which improves level of data security;
– client workstations provide clients with opportunities to perform functions in accordance with task allocation. For example, statistician may view and edit the group parameters, TMR outliers, read metadata. Data scientist may view and edit metadata. Junior analyst may view and edit the TMR values, fuzzy model parameters, MMTT, GA, MA, TPGA solutions, review metadata, group parameters and TPGA. Senior analyst may review any information, edit TPGA parameters. The database administrator may review any information from the database, edit metadata;
– applications perform the following functions:

  – the application of TMR creation builds corresponding TMR or auxiliary TMR;
  – the application of harmonization of microfiles harmonizes main and auxiliary microfiles;
  – the application of outlier detection detects outliers in the TMR with the help of MMTT;

Applications perform the following functions:

– the application of creation of fuzzy rules starts GA for deriving rules of a fuzzy group model;
– the application of verification of model adequacy calculates the metric of adequacy (11) for the given model;
– the application of TPGA solution starts the MA with parameters set for solving the corresponding task.

The information technology proposed in this paper can be presented in three stages:

– the stage of constructing the group model (S1);
– the stage of constructing the fuzzy group model (S2);
– the stage of solving TPGA (S3).

The stage S1 consists of the following operations and actions:

– operation О1-1: Group Specifying (actions: A1-1-1 Downloading Metadata, A1-1-2 Attribute Specifying, A1-1-3 Task Type Specifying);

Stage S2 consists of the following operations and actions:

– operation О2-1: Creating an Auxiliary Microfile (actions: A2-1-1 Downloading Auxiliary Metadata, A2-1-2 Harmonization of Microfiles);
– operation О2-2: Building a Fuzzy Model (actions: A2-2-1 Specifying Basic Attributes, A2-2-2 Defining Fuzzy Values, A2-2-3 Specifying Parameters and Performing EA);
– operation О2-3: Verifying the Fuzzy Model Adequacy (actions: A2-3-1 Constructing the ATMR, A2-3-2 Performing MMTT, A2-3-3 Outlier Screening, A2-3-4 Calculating Adequacy Metric).

Stage S3 consists of the following operations and actions:

– operation О3-1: Specifying TPGA parameters (actions: A3-1-1 Specifying Parameters, A3-1-2 Specifying the K-th Largest TMR Value);
– operation О3-2: Performing MA (actions: A3-2-1 Specifying Functions of Membership of Fuzzy Constraints, A3-2-2 Specifying MA Parameters, A3-2-3 Launch of MA, A3-2-4 Selecting TPGA Solution).

Sequence of performing all actions by clients of different roles is presented in the UML diagrams of activity (Fig. 2, 3).
The conceptual data model developed within the framework of the proposed IT in a form of a relational database located on the database server can be presented in several fragments. Fig. 4 shows a fragment of the conceptual model of data which corresponds to essences of the microfile and its target representation. The essences contained in this fragment correspond to the following concepts related to the providing of group anonymity:

- the Microfile essence corresponds to data in the microfiles and contains, besides the primary key ID_Microfile (identifier), mandatory attributes: MI_Name (microfile name), MI_Desc (microfile description), MI_Data (microfile data in BLOB format);
- the Attribute essence corresponds to attributes of the microfiles and contains, besides the primary key, AT_Name (attribute name), mandatory attributes: AT_Desc (attribute description) and AT_Type (attribute type: nominal or categorical);
- the AttrValue essence corresponds to the values of attributes of the microfiles and contains mandatory attributes: AV_Date (date of value entry), AV_Value (value) and AV_Desc (semantic description of the value);
- the AttrCharacteristic essence corresponds to characteristics of the microfile attributes and contains, besides the primary AC_Date key, mandatory attributes: AC_Weight (the attribute weight used in the metric (1)) and AC_Xi (parameter $\chi$ from the metric (1));
- the GRM essence corresponds to the TMR and contains, besides the primary key GR_Date (creation date), mandatory attribute GR_Data (TMR value in a form of a text line having values separated with commas);
- the MMTT_Params essence corresponds to the parameters of the MMTT and contains, besides the primary key MMTT_Date (creation date), mandatory attribute MMTT_Alpha (level of significance $\alpha$ from the MMTT described in section 4.1);
- the MMTT_GRM essence corresponds to signal outliers: optional GR_Outliers attribute contains indexes of the TMR values that correspond to the outliers detected with the help of MMTT in a format similar to the format of storage of values of the TMR itself;
- the Visual_Outlier essence corresponds to the TMR outliers selected by the statistician for masking and contains, besides the primary key VO_Date (creation date), the mandatory attribute VO_Outlier which contains indexes of the TMR values that correspond to those outliers in a format similar to the format for storing values of the TMR itself;
- the Problem essence corresponds to the TPGA and contains, besides the primary key ID_Problem (identifier),
mandatory PR_Date attributes (task creation date), PR_Stage (number of the stage at which the task is located) and the optional PR_RemoveVital attribute (a flag indicating whether there is a need to remove vital attributes from the microfile);

– the User essence corresponds to the IT users and contains, beside the primary key ID_User (identifier), mandatory attributes US_Login (user password), US_Date (creation date) and US_Name (username), US_IsActive (check box) besides the primary key ID_User (identifier), mandatory attributes: US_Login (the user login), US_Date (the creation date), and US_Name (the user name), besides the primary key ID_User (identifier), mandatory attributes: US_Login (the user login), US_Date (the creation date), and US_Name (the user name), US_IsActive (a flag indicating whether the user is active in the system) and US_Date (date of user creation);

– the Role essence corresponds to roles of the IT users and contains, besides the primary RO_Date key (creation date), mandatory attributes: RO_Title (role name) and RO_IsActive (a flag indicating whether the role is active in the system);

– the UserRole essence is required for organizing “many-to-many” communication between the IT users and their roles.

Fig. 5 shows a fragment of a conceptual data model that corresponds to fuzzy group models in a microfile. The essences contained in this fragment correspond to the following concepts related to providing of group anonymity:

– the FuzzyRule essence corresponds to the rules of the fuzzy group model and contains, besides the primary key FRU_Date (date of rule creation), the following mandatory attributes:
  – FRU_Rule (a rule in a form of a line with values separated by commas and each of them corresponds to the index of fuzzy value of the linguistic variable from the number of those associated with this rule);
  – FRU_DF (factor of discrimination (8) of the rule);
  – FRU_RCF (factor of relative adequacy (9) of the rule);
  – FRU_Kappa (carrier of the \( \kappa \) rule);

– the FuzzyModelParameter essence corresponds to the fuzzy values of the linguistic variables included in the model and contains, besides the primary key FMP_Date (date of creation of parameters), mandatory attributes FMP_Name (the name of the value) and FMP_Params (parameters of the membership function of the corresponding fuzzy value in a form of a line with values separated by commas);

– the LinguisticVariable essence corresponds to linguistic variables and contains, besides the LV_Date primary key (date of creation of variables), mandatory attributes LV_Desc (variable description) and LV_Name (variable name);

– the ModelAdequacy essence corresponds to the metric of adequacy of the fuzzy group model and contains, besides the MAD_Date primary key (date of the metric values creation), mandatory attribute MAD_MB (the value of metric (11));

– the GA_Params essence corresponds to the EA parameters for creation of a fuzzy group model and contains, besides the GA_Date primary key (date of creation of parameters), the following mandatory attributes:
  – GA_Mu (population size) and GA_Lambda (number of parents);
  – GA_ProbC (probability of crossing) and GA_ProbM (mutation probability);
  – GA_N (number of generations) and GA_NG (number of EA launches);
  – GA_Gamma (threshold of relative adequacy) and GA_Kappa (carrier threshold);

– the AGRM essence corresponds to the auxiliary TMR and contains, besides the AGRM_Date (creation date) primary key, mandatory attributes of the value of the auxiliary AGR_Data (the value of the auxiliary TMR in a form of a text string with values separated by comma) and the AGR_CrispData (the value of the clear auxiliary TMR in a form of a text string with values separated by commas);

– the MMTT_AGRM essence corresponds to outliers of the auxiliary signal: optional AGR_Outliers attribute contains indexes of values of the auxiliary TMR corresponding to the outliers detected by using MMTT in a
format similar to the format of storage of the values of auxiliary TMR itself;

- the Aux_Visual_Outlier essence corresponds to outliers of the auxiliary TMR selected by the statistician for masking and contains, in addition to the AVO_Date (creation date) primary key, mandatory AVO_Outlier attribute which contains indexes of values of the auxiliary TMR corresponding to those outliers in a format similar to the format of storing values of the auxiliary TMR itself;

- the MicrofileProblem essence is needed to organize the "many-to-many" communication between microfiles and the TPGA.

Fig. 6 shows a fragment of the conceptual model of data which corresponds to the TPGA solution.
The essences in this fragment correspond to the following concepts related to providing of group anonymity:

- the MA_Params essence corresponds to the MA parameters for solving the TPGA and contains, besides the MA_Date (date of creation of parameters) primary key, the following mandatory attributes:
  - MA_Mu (population size) and MA_Lambda (number of parents);
  - MA_ProbC (probability of crossing);
  - MA_ProbM (probability of mutation);
  - MA_M (number of generations);
  - MA_NG (number of MA starts);
  - MA_TournSize (the size of the selection tournament);
  - MA_Alpha (degree of significance for MMTT);
  - MA_L (maximum number of rows in an individual from the population);

- the FuzzyRestriction essence corresponds to fuzzy constraints on the TMR value and contains, besides the FR_Date (date of creation of parameters), primary key, mandatory attributes:
  - FR_Index (the index of the TMR value to which restriction is imposed);
  - FR_Epsilon (threshold value).

- The Problem_Params essence corresponds to the TPGA parameters and, besides the PP_Date (date of creation of parameters) primary key, contains the following mandatory attributes:
  - PP_Acomp (threshold of compatibility of TPGA solution with fuzzy constraints);
  - PP_Kout (sensitivity threshold of TPGA solution);
  - optional attribute PP_K (value of K for forming fuzzy constraints);

- The Solution essence corresponds to the TPGA solutions and, besides the SO_Date (date of solution creation) primary key, contains the following mandatory attributes:
  - SO_Matrix (solution as an individual in MA in a form of a line with values separated by commas);
  - SO_Acomp (compatibility of the TPGA solution with fuzzy constraints);
  - SO_Kout (sensitivity of the TPGA solution);
  - SO_Kdist (distortions introduced by TPGA solution);
  - optional SO_SelectionDate attribute (date of selection of the TPGA solution).

4.3. Implementation of the information technology providing group anonymity

To implement the IT, tools meeting the requirements put forward in section 1 were chosen:

- Oracle GlassFish Server has been selected as an application server because it provides interaction with clients using a small number of software tools, enables efficient organization of work in the database and is distributed freely. Client interaction with the server was organized using Java Message Service realized with the help of Apache ActiveMQ since it enables asynchronous message interchange between the server and clients which increases the IT flexibility;

- MySQL server has been chosen as the database server because it is easy to use and freely distributed. Interaction of clients with the database was organized using Java Database Connectivity interface;

- two different systems were used to realize IT applications:
  - Java Platform, Enterprise Edition 8 which is relatively easy to use, portable, stable and distributed freely;
  - Scilab engineering calculation system which supports matrix computation needed for effective implementation of the methods providing group anonymity and, unlike its counterparts, is distributed freely;

- Java Platform, Standard Edition 8, and the Swing library were used to support clients’ workstations.

Individual IT applications perform the following functions:

- the TMR creation application is launched from the junior analyst’s workstation. The application calls the Scilab buildIGRM function. The microfile data read from the database and indexes of vital and parameter attributes with their values are sent to this function input. The function returns a one-dimensional array in which every element corresponds to the number of respondents belonging to the group and has a corresponding parameter value. The application records the corresponding array in the database and sends it to the junior analyst’s workstation;

- the application of microfile harmonization is started by the data scientist. It calls the Scilab Harmonize function and data of the main and auxiliary microfiles read from the database as well as the harmonization parameters specified by the data scientist in his workstation are sent to its input. Harmonization parameters are represented as an object of the Harmonization-Params class. The harmonize function returns harmonized data of microfiles. The application records corresponding data to the database and sends the harmonized metadata of both microfiles to the statistician and data scientist workstations;

- the application for outlier detection is started by junior analyst. The application calls the Scilab detectOutliers function and parameter a MMTT and TMR read from the DB are sent to its input. The detectOutliers function returns the array of indexes of TMR values calculated by the MMTT method that are outliers. The application records the corresponding array to the database and sends it to the junior analyst’s workstation;

- the application of construction of fuzzy rules is started by junior analyst. The application calls the Scilab ga function and data of the auxiliary microfile, parameters of the GA and values of the linguistic variables read from the database tare sent to its input. The function performs the GA to construct the fuzzy model and returns a matrix whose rows are fuzzy rules as well as characteristics of these rules. The application records the found rules to the database and sends them to the junior and senior analysts workstations;

- the application for verifying the model adequacy is started by junior analyst. The application calls Scilab get-ModelAdequacy function and data on outliers in the TMR and auxiliary TMR read from the database are sent to its input. The function calculates value of metric of adequacy (11). The application records the calculated value to the database and sends it to the junior analyst’s workstation;

- the application for TPGA solution is launched by junior analyst. The application starts the Scilab ma function and the microfile data, TMR data, TPGA and EA parameters as well as fuzzy constraints on TMR values read from the DB are sent to the input of this function. The function executes MA of the TPGA solution and returns the resulting solutions. The application records solutions and their characteristics to the database and sends to the junior and senior analysts’ workstations. At workstations of the relevant analysts, solutions are applied to the TMRs, and the modified TMRs are displayed on the screens.
4.4 Description of the experimental study of the information technology providing group anonymity

To illustrate work of the information technology providing data group anonymity, consider the task of masking geographical distribution of the US servicemen in an M microfile of a one-percent sample from Observations on American Society (2013) [35]. The task was solved by a team of five specialists having roles of a statistician, a data scientist, junior and senior analysts, and a database administrator.

The M microfile contains 1,380,924 entries and, among other things, the following attributes:

- Occupation (SOC Classification) with values 551010, 552010, 553010 and 559830 (occupational codes according to the US Occupational Classification) which correspond to servicemen of various ranks. The Occupation attribute will be considered as vital attribute for the given TPGA;
- Place of Work: State, 1980 Onward and Place of Work: PUMA, 2000 onward), Domain of Microfiles of a Free Use which in combination determine a unique code of the geographical unit in which this or that respondent is working. Combination of these two attributes shall be considered as a parameter attribute for the given TPGA.

Let a user, statistician, have chosen a microfile of a five-percent sample of the US population census (2000) [35] containing 6,309,848 records as an auxiliary M aux microfile. This microfile contains 1,380,924 entries and, among other things, the following attributes:

<table>
<thead>
<tr>
<th>Number</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>Age</td>
<td>000: less than 1 year; 1 to 130: 1 to 130 years; 135: 135 years</td>
</tr>
<tr>
<td>01</td>
<td>Sex</td>
<td>1: male; 2: female</td>
</tr>
<tr>
<td>02</td>
<td>Educational attainment [general version]</td>
<td>00: does not apply or no education, 01: elementary school up to the 4th grade, 02: 5–8th grades, 03-9th grade, 04: 10th grade, 05: 11th grade, 06: 12th grade, 07: 1st year of college, 08: 2nd year of college, 09: 3rd year of college, 10: 4th year of college, 11: 5th year of college and higher</td>
</tr>
<tr>
<td>03</td>
<td>Marital status</td>
<td>1: married, living in family; 2: married, family living separately; 3: divorced; 4: broken marriage; 5: widower; 6: never married</td>
</tr>
<tr>
<td>04</td>
<td>Total personal income</td>
<td>Respondent’s income for the previous year, USD</td>
</tr>
<tr>
<td>05</td>
<td>Usual hours worked per week</td>
<td>00: does not apply; 01 to 98: 1 to 98 hrs/week; 99: 99 hrs/week and more</td>
</tr>
<tr>
<td>06</td>
<td>Weeks worked last year, intervalled</td>
<td>00: does not apply; 1: 1 to 13 weeks; 2: 14 to 26 weeks; 3: 27 to 39 weeks; 4: 40 to 47 weeks, 5: 48 to 49 weeks, 6: 50 to 52 weeks</td>
</tr>
<tr>
<td>08</td>
<td>Hispanic origin [general version]</td>
<td>0: not of Latin American origin, 1: Mexican, 2: Puerto-Rican, 3: Cuban, 4: other, 9: nonindicated</td>
</tr>
<tr>
<td>10</td>
<td>Time of departure for work</td>
<td>0000: does not apply, other values correspond to the time of leaving home for work last week (values 0001 to 2359 correspond to the instants of time from 00:01 to 23:59, respectively)</td>
</tr>
<tr>
<td>11</td>
<td>Travel time to work</td>
<td>0000: does not apply, other values correspond to time spent on the way to work, minutes</td>
</tr>
<tr>
<td>12</td>
<td>Speaks English</td>
<td>0: does not apply; 1: not speaking, 2: speaking, 3: speaking just English, 4: speaking English very well, 5: speaking English well, 6: speaking English not very well, 7: unknown, 8: impossible to establish</td>
</tr>
</tbody>
</table>

- the Occupation attribute value in both microfiles was transformed as follows: entries that had values 551010, 552010, 553010 and 559830 acquired value “1” and the rest of the records got values “0”.

Linguistic variables for the fuzzy group model, \( L_j, \) \( j = 1, \ldots, 13 \), that correspond to the basic harmonized attributes in Table 1 have parameters given in Table 3. The following types of membership functions are used in the table:

\[
\text{PMFM}(x; a; b; c; d) = \begin{cases} 0, & x \leq a \\ \frac{1}{2} \left( 1 - \frac{x-a}{b-a} \right)^2, & a \leq x \leq \frac{a+b}{2} \\ \frac{1}{2} \left( 1 - \frac{x-b}{b-a} \right)^2, & \frac{a+b}{2} \leq x \leq b \end{cases}
\]

\[
\text{TRAPFM}(x; a; b; c; d) = \begin{cases} 0, & x \leq a \\ \frac{1}{4} (x-a), & a \leq x \leq b \\ 1, & b \leq x \leq c \\ \frac{1}{4} (d-x), & c \leq x \leq d \\ 0, & x \geq d \end{cases}
\]

\[
\text{GAUSSMF}(x; a; b) = e^{-\frac{(x-a)^2}{2b^2}}.
\]

\[
\text{SIGMF}(x; a; b) = \frac{1}{1+e^{-a(x-b)}}.
\]
Thus, after extracting records with values not belonging to the bearers of the basic linguistic variables \( L_j, j = 1, ..., 13 \) from the microfiles \( \textbf{M} \) and \( \textbf{M}^{aux} \), the main microfile \( \textbf{M} \) began to contain 565,243 records of which 3,992 records were vital and the auxiliary microfile \( \textbf{M}^{aux} \) began to contain 3,205,478 records of which 14,263 records were vital.

5. Results of an experiment of testing the information technology providing group anonymity

As a result of the use of GA with parameters given in Table 4, a fuzzy model of a military group was constructed. It consisted of the rules given together with their characteristics in Table 5. It is worthwhile to note that in all the rules, the linguistic variable “Means of transportation to work” is represented by the meaning of “On foot” which, obviously, is a characteristic feature of soldiers residing in barracks.

<table>
<thead>
<tr>
<th>Rule</th>
<th>( DF )</th>
<th>( RCF )</th>
<th>( \kappa )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1, 0, 0, 0, 0, 0, 0, 0, 0, 3, 1, 0))</td>
<td>0.032</td>
<td>0.755</td>
<td>0.032</td>
</tr>
<tr>
<td>((1, 0, 0, 0, 0, 0, 0, 3, 0, 0, 3, 1, 0))</td>
<td>0.031</td>
<td>0.787</td>
<td>0.031</td>
</tr>
<tr>
<td>((1, 0, 0, 0, 0, 0, 1, 3, 3, 0, 3, 0, 0))</td>
<td>0.012</td>
<td>0.801</td>
<td>0.012</td>
</tr>
<tr>
<td>((1, 0, 0, 0, 0, 0, 1, 3, 3, 0, 3, 0, 0))</td>
<td>0.010</td>
<td>0.781</td>
<td>0.010</td>
</tr>
<tr>
<td>((1, 1, 0, 0, 0, 0, 0, 0, 3, 1, 1, 0))</td>
<td>0.012</td>
<td>0.851</td>
<td>0.012</td>
</tr>
<tr>
<td>((1, 1, 0, 0, 0, 0, 0, 0, 3, 1, 1, 0))</td>
<td>0.034</td>
<td>0.840</td>
<td>0.034</td>
</tr>
<tr>
<td>((1, 1, 0, 0, 0, 0, 0, 0, 3, 1, 1, 0))</td>
<td>0.025</td>
<td>0.765</td>
<td>0.025</td>
</tr>
<tr>
<td>((1, 1, 0, 0, 0, 0, 0, 0, 3, 1, 1, 0))</td>
<td>0.018</td>
<td>0.931</td>
<td>0.018</td>
</tr>
<tr>
<td>((1, 0, 1, 0, 0, 0, 0, 1, 3, 0, 0, 3, 2, 0))</td>
<td>0.032</td>
<td>0.751</td>
<td>0.032</td>
</tr>
<tr>
<td>((1, 1, 1, 0, 0, 0, 0, 0, 3, 0, 3, 2, 0))</td>
<td>0.019</td>
<td>0.951</td>
<td>0.018</td>
</tr>
<tr>
<td>((1, 1, 0, 0, 0, 0, 2, 0, 0, 1, 3, 1, 0))</td>
<td>0.025</td>
<td>0.754</td>
<td>0.026</td>
</tr>
<tr>
<td>((1, 0, 1, 0, 0, 0, 2, 0, 0, 1, 3, 1, 0))</td>
<td>0.032</td>
<td>0.751</td>
<td>0.032</td>
</tr>
<tr>
<td>((1, 0, 1, 0, 3, 3, 0, 0, 3, 0, 3, 2, 1))</td>
<td>0.018</td>
<td>0.951</td>
<td>0.018</td>
</tr>
<tr>
<td>((1, 1, 1, 0, 0, 0, 0, 0, 3, 3, 0, 3, 2, 1))</td>
<td>0.009</td>
<td>1.876</td>
<td>0.009</td>
</tr>
<tr>
<td>((1, 1, 1, 0, 1, 3, 3, 0, 0, 3, 2, 1))</td>
<td>0.008</td>
<td>0.761</td>
<td>0.009</td>
</tr>
<tr>
<td>((1, 1, 1, 0, 1, 3, 3, 0, 0, 3, 2, 1))</td>
<td>0.010</td>
<td>1.325</td>
<td>0.010</td>
</tr>
<tr>
<td>((1, 1, 1, 0, 1, 3, 3, 0, 0, 3, 2, 1))</td>
<td>0.026</td>
<td>0.767</td>
<td>0.026</td>
</tr>
<tr>
<td>((1, 1, 1, 0, 1, 3, 3, 0, 0, 3, 2, 1))</td>
<td>0.002</td>
<td>0.914</td>
<td>0.002</td>
</tr>
</tbody>
</table>

It is advisable to analyze use of the constructed fuzzy model to identify the TMR outliers in the main microfile \( \textbf{M} \) separately for each state. For example, for the State of New York, the target representation of the microfile \( \textbf{M} \) relative to the military group, \( \textbf{q}_{NY} \), and the auxiliary target representation of the \( \textbf{M}^{aux} \) microfile for the military group, \( \textbf{q}_{NY}^{aux} \), are shown in Fig. 7. The abscissa axis in the figure corresponds to the geographical units in which the military serve (values 1–33 correspond to the values of the parameter attribute 3600100–3603390, respectively, values 34–38 correspond to the values of the parameter attribute 3603700–3604100, respectively), and the ordinate axis corresponds to the number of the military that serve there.

Application of MMTT with parameter \( \alpha = 0.01 \) to the given TMR has allowed the user, junior analyst, to get a set of indices \( OUT(q_{NY}) = \{5, 7, 9, 11, 12, 17, 18, 20, 29, 31, 35, 36, 37\} \). Only two indices in this set correspond to the real military bases [36], so the user, junior analyst, has left only them for further analysis: \( OUT(q_{NY}) = \{5, 29\} \). Index 5 corresponds to Fort Drum and Index 29 to Military Academy West Point.
Similar considerations after applying MMTT with parameter $\alpha = 0.01$ to the auxiliary TMR have allowed the user, junior analyst, to get the set $OUT(q_{NY}^{aux}) = \{5, 29\}$. Equality of the two sets directly indicates the possibility of violating group anonymity of the military group even if the Occupation attribute is removed from the microfile $M$. A similar analysis for the rest of the US states where the military number exceeds 0.5% of the total military number in $M$ is given in Table 6.

### Table 6

<table>
<thead>
<tr>
<th>State</th>
<th>Number of outliers in TMR</th>
<th>Number of outliers in TMR absent in ATMR</th>
<th>Number of outliers in ATMR</th>
<th>Number of outliers in ATMR absent in TMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Alaska</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Arizona</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Washington</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Virginia</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Hawaii</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Georgia</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Illinois</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>California</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Kansas</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kentucky</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Colorado</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Connecticut</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Louisiana</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Maryland</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Mississippi</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Missouri</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nevada</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>New Jersey</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>New Mexico</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>New York</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Ohio</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>South Carolina</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>North Carolina</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Texas</td>
<td>6</td>
<td>1</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Florida</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>81</td>
<td>39</td>
<td>50</td>
<td>8</td>
</tr>
</tbody>
</table>

The matrix of inconsistencies for the example is

$$Z = \begin{pmatrix} 48 & 39 \\ 8 & 564 \end{pmatrix}. $$

Based on this matrix, the user, junior analyst, has calculated the metric of adequacy of the fuzzy model (11) which was $MB = 55.067$ which indicates high adequacy of the model.

Thus, to ensure reliable group anonymity, it is not enough just to remove the vital attribute Occupation from the microfile $M$. It is also necessary to apply MA to mask outliers of the auxiliary TMR $q_{NY}^{aux}$. Let us consider an example of the IT application to the state of New York.

The user, junior analyst, has imposed on the 5th and 29th count of TMR fuzzy constraints with membership function

$$\mu_{X_{ab}}(x_{ab}) = \begin{cases} 1, & x \leq a, \\ 1 - 2\left(\frac{x - a}{b - a}\right)^2, & a \leq x \leq a + b, \\ 2\left(\frac{x - b}{b}\right)^2, & a + b \leq x \leq b, \\ 0, & x \geq b \end{cases}$$

and the function of adaptability (5) for the example has assumed this form:

$$f(U) = \frac{299 - \sum_{k=1}^{13} \sum_{i=1}^{C_{\text{max}}} \text{sign} \left[M_{\text{in}}(u_{i,k}, w_{ik}) - M_{\text{in}}(u_{i,k}, w_{ik})\right]}{299} \times ZMF\left(q_{NY}^{\text{aux}}, U, 2,12\right) \times ZMF\left(q_{NY}^{\text{aux}}, U, 2,11\right) \times \frac{1}{1 + e^{\frac{Q}{225}}},$$

where $C_{\text{max}} = 299$; $w_{ik}$ is the $k$-th basic attribute, $k=1,..., 13$.

The user, junior analyst, has selected parameters of MA for masking outliers in the ATMR given in Table 7. In this case, mutation probability has increased 10-fold when the mean-square deviation of values of the adaptability function of individuals in some population became less than 0.03.

### Table 7

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size, $\mu$</td>
<td>100</td>
</tr>
<tr>
<td>Number of parental couples, $\lambda$</td>
<td>20</td>
</tr>
<tr>
<td>Crossing probability, $p_c$</td>
<td>1.000</td>
</tr>
<tr>
<td>Mutation probability, $p_m$</td>
<td>0.001</td>
</tr>
<tr>
<td>Local search parameter, $p_{\text{best}}$</td>
<td>0.750</td>
</tr>
<tr>
<td>Selection tournament size</td>
<td>5</td>
</tr>
<tr>
<td>Compatibility threshold, $\alpha_{\text{comp}}$</td>
<td>0.500</td>
</tr>
<tr>
<td>Sensibility threshold, $K_{\text{out}}$</td>
<td>0.000</td>
</tr>
<tr>
<td>Distortion threshold, $K_{\text{dist}}$</td>
<td>0.250</td>
</tr>
<tr>
<td>Algorithm start number</td>
<td>10</td>
</tr>
<tr>
<td>Number of generations in each start</td>
<td>1,000</td>
</tr>
</tbody>
</table>

The MA functioning with the specified parameters has resulted in 1000 individuals of the last generations of
each start of which 983 met requirements for thresholds of compatibility, sensitivity and distortions. Average value of the metric (1) for all 983 solutions was 62.518, that is, anonymity was ensured by distorting 62.518/(13∙1380924)≈ 0.0003 % values of the microfile attributes.

Solution of $q^{aux}$ with the smallest value of 53 for the metric (1) is given in Fig. 8.

![Fig. 8. Auxiliary TMR $q^{aux}$ and modified auxiliary TMR $q^{aux*}$](image)

Outliers in $q^{aux}$ obtained with the help of MMTT correspond to items with indices 12 and 35, i.e. $\text{OUT}(q^{aux}) \cap \text{OUT}(q^{aux*}) = \emptyset$.

6. Discussion of the results of solving the TPGA with the help of the information technology

The process of applying the proposed information technology to provide group anonymity of data in an automated mode has been demonstrated in this experimental study. It was shown that the developed IT satisfies the above requirements as it:

- makes it possible to build models of respondent groups in a microfile by setting parameter and vital attributes and their values;
- makes it possible to build fuzzy models of respondent groups in a microfile based on genetic algorithms with flexibly specified parameters;
- makes it possible to provide group anonymity of data by means of a mimetic algorithm introducing small distortions into data.

At the same time, various operations and actions within the process of providing data group anonymity are performed by users with different roles which enables an increase in efficiency of preparing microfiles for publication due to division of labor and specialization of individual specialists. Such operations include harmonization of microfiles, selection of an auxiliary microfile, parameterization of algorithms and methods for providing group anonymity, making a decision on extraction of vital attributes and final completion of the process of data anonymization.

The high level of reliability and security of primary data is provided by combining all IT components into a local net with a limited access.

Solution of the experiment problem with a team of five specialists has taken 7 hrs 50 min while solution of a similar problem with the help of the IT described in [20] has taken 19 hours 45 minutes, that is 2.5 times longer. Such an increase in speed of preparation of microfiles to publication is due to organization of an effective interaction of users of various specialties and integration into the IT methods that provide a more effective solution of TPGA compared with those described in [20].

Writing of a manual of the most effective use of the IT, in particular, recommendations on selection of GA and MA parameters for the user, junior analyst, and criteria of completion of the anonymization process for the user, senior analyst, requires additional studies. Availability of such a manual will significantly extend the range of the IT users and enable preparation of data for publication by organizations that are not specialized in statistical processing.

7. Conclusions

1. A three-level client-server architecture of an information technology providing data group anonymity was proposed in which clients, application servers and databases are united into a local network. The technology takes into account the possibility of violating the group anonymity in conditions of accessibility to the auxiliary microfile which ensures an increase in the level of data security.

2. A conceptual model of a relational database for the proposed IT was developed. It contains all essentials of the process of providing data group anonymity and reflects relations between them. Key fragments of the constructed data model were presented. They correspond to the essences of the microfile and its target representation, fuzzy models of the groups in the microfile and solution of the problem of providing group anonymity.

3. Implementation of the technology based on the Java Enterprise Edition 8 platform, Oracle GlassFish application server, MySQL database server and SciLab engineering calculation system was considered. Interaction of the technology applications with clients’ workstations and functions written in the SciLab system was described. The proposed implementation satisfies the requirements put forward to the information technology.

4. Practical application of the information technology was illustrated by solution of a task of anonymizing a group of military personnel based on real data given in Observation of the American Society 2013. It has been established that application of the technology makes it possible to speed up 2.5 times the process of preparation of microfiles for publication by a team of five specialists.
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