1. Introduction

Broadband signals (BBS) are used in communication lines to provide structural and parametric security. Such signals are formed by direct-sequencing spread spectrum (DSSS) and/or frequency hopping spread spectrum (FHSS) [1, 2]. Various types of digital-frequency modulation (DFM) are used in BBS formation: amplitude, phase, frequency or combined modulation. However, the abovementioned modulation methods have a common disadvantage: cyclo-sta-
tionarity, which makes it possible to realize procedures for detecting and determining signal structures [3–5]. Therefore, development of a procedure for formation of nonstationary signal structures which will complicate detection of such signals is a topical line of study.

2. Literature review and problem statement

One of the possible ways of improving transmission security is the use of non-positional timer signals with a variable structure. However, this problem is not solved in full because it is aimed at complicating solely structure of the extended digital signal. Therefore, this line requires further studies [6].

Another option for building high-security communication systems is the use of determinate chaotic oscillations [7]. Unlike the regular structure signals, chaotic oscillations have an extended continuous spectrum and low spectral power density which greatly increases complexity of identification and prediction of carrying oscillation parameters. In addition, the use of direct-chaotic transmission can combat multipath propagation and fading in the communication channel. However, the use of chaotic signals in real systems is limited because of low reproducibility and high oscillation instability.

An intermediate position among monochromatic oscillations and determinate chaotic signals belongs to signals with an additive fractal structure. Such signals are irregular in structure and flexible as to variation of characteristics [8].

Thus, use of aggregate signals with controlled structure in which central frequency, \( f_0 \), and spectral power density, \( x(f) \), vary in time. Such a task can be solved by means of multicomponent LFM signals.

3. The aim and objectives of the study

The study objective was to develop a procedure for formation of nonstationary signal structures on the basis of multicomponent LFM signals. This will make it possible to increase security of operation of radio lines by reducing the cyclo-stationary nature of structure of transmitted signals.

To achieve this objective, the following tasks were solved:
- to study dynamics of variation of the multicomponent signal structure depending on the scaling factor value and apply the Gram-Schmidt orthogonalization to a set of multicomponent LFM signals with controlled spectral characteristics;
- to estimate potential noise immunity of the developed signal structures;
- to conduct a comparative analysis of structural security of the developed signal structures in relation to the time-frequency methods of signal detection.

4. Orthogonalization of multicomponent LFM signals based on the Gram-Schmidt procedure

4.1. Initial data for development of signal structures

It is known [5, 9, 10] that cyclic autocorrelation function is used to estimate correlation properties of cyclo-stationary signals at different frequency pairs. Therefore, in order to ensure stability of the time-frequency detection methods, the developed signal structures must have a zero spectral correlation function, that is, satisfy the condition:

\[
S_f^*(f) = \lim_{n \to \infty} \lim_{T \to \infty} \frac{1}{N} \left\{ \int_{-T/2}^{T/2} X(t, f + \alpha) X^*(t, f - \alpha) \, dt \right\} = 0;
\]

\[
X(t, f) = \int x(u) e^{-j2\pi ft} \, du;
\]

where \( X(t, f) \) is the spectral component of the process, \( x(t) \), which is observed at frequency \( f \) in the bandwidth \( 1/T \). Also, such signal structures should have the following statistical characteristics:

\[
M\{x(t + T_0)\} \neq M\{x(t)\},
\]

\[
R_x(t + T_0, \tau) \neq R_x(t, \tau).
\]

4.2. Studying the properties of multicomponent LFM signals as nonstationary signals

Structure of a multicomponent LFM signal depends on the zero (reference) oscillation form and the scaling factor \( k \) which is a quantitative measure of scale invariance of a couple of parameters of LFM oscillations being parts of the formed signal. It is worth noting that multicomponent LFM signals feature a hyperbolic connection between parameters. At the same time, there is a stretch of parameters in one direction (in the case considered, this is the rate of frequency change, \( bk^n \)) and compression in another direction (decrease in amplitudes of the LFM signal components, \( U_0k^n \)). Stretch results in stochasticization but compression is necessary in order that trajectories of the LFM signal components remained in a limited region of the phase space [11, 12].

The considered laws and an expression for classical LFM oscillations make it possible to reduce mathematical expression of a multicomponent signal to the form:

\[
U(t) = \sum_{n=0}^{N-1} U_0 \cdot k^n \cdot \cos \left\{ 2 \pi \cdot f_0 \cdot t + 0.5 \cdot h \cdot k^n \cdot t^2 + \phi_0 \right\},
\]

where \( U_0 \) is the amplitude of zero (reference) LFM oscillation; \( n, N \) are number and quantity of LFM oscillations involved in formation of a multicomponent signal. Fig. 1, 2 show respectively (in a time domain) a reference LFM oscillation and a multicomponent signal obtained at dimensionless amplitudes \( U_0 = 1 \) and \( U_1 = 1.75 \); frequency deviation \( \Delta f = f_2 - f_1 \); factor \( k = 2 \) and signal duration \( \tau_0 = 2 \). Current time \( t \) was taken in an interval \([0, 1]\). The signal (Fig. 1) is a sum of a reference and two homeomorphic (similar) LFM oscillations \((n = 0, 1, 2)\) are the component numbers). It can be seen from Fig. 1 and 2 that the multicomponent signal significantly differs from the reference LFM oscillation. Physically, this irregularity is determined by mutual influence (interaction) of the LFM oscillations that are parts of the multicomponent signal.

The degree of irregularity of the multicomponent signal can be visually analyzed and estimated by the phase por-
traits given in Fig. 3, 4. They show behavior of the depicted point in the phase plane. Phase portrait of a classical LFM oscillation with amplitude $U_1=1.75$ is shown for comparison in Fig. 3. Scatter of phase trajectories (Fig. 4) and their inverse return to the attractor (the attracting set) visually characterizes influence of interaction of all components of LFM oscillations and, as a consequence, the degree of irregularity of the multicomponent signal. Construction of a phase portrait (PP) of signals requires knowledge of derivative (differential) of the function $U(t)$ [11].

Fig. 1. Time realization of a reference LFM signal

Fig. 2. Time realization of a multicomponent signal

Fig. 3. Time realization of the phase portrait of a reference LFM signal

Fig. 4. Time realization of the phase portrait of a multicomponent signal

Next, depict LFM oscillation and a multicomponent signal in a spectral form using the Fourier transform:

$$S(f)=U_1 \int_{-0.5}^{0.5} e^{j2\pi(f-f_0)\Delta t} \, dt;$$  \hspace{1cm} (5)

$$S_k(f)=\sum_{n=0}^{N-1} U_n \int_{-0.5}^{0.5} e^{j2\pi(f-f_0)\Delta t} \, dt.$$  \hspace{1cm} (6)

Fig. 5, 6 show the spectra obtained in accordance with formulas (5) and (6). It follows from comparative analysis of the spectra that the multicomponent signal has a continuous extended spectrum in comparison with the classical LFM spectrum. This extension is determined by the influence of homeomorphic signal components which have spectrum wider than the reference oscillation. The multicomponent signal spectrum is frequency-shifted spectra of LFM oscillations addition of which is determined by the ratio set by the initial model of the multicomponent signal. With an increase in the number of components, the amplitude spectrum is further deformed and the frequency band occupied by the signal extends.

Thus, the extended continuous spectrum confirms quasi-randomness of the generated signal. At the same time, the deterministic process of formation using a pseudorandom set of linearly independent multicomponent signals enables obtaining of a plurality of signals with different spectral densities.

Dynamics of the multicomponent signal variation was studied depending on value of the variable scaling factor $k$ and number of the signal components, $N=5$. Analysis of phase portraits of the summed signals has given grounds to conclude that a significant complication of the signal structure begins to occur at the scale factor $k=1.4$. Further increase in $k$ leads to an even more complicated signal. However, with achievement of $k=2.6$ and its further growth, structure of both the signal and its phase portrait change very weakly. This is due to the fact that amplitudes of the signal components are small when their numbers grow and $k$ values are significant, so they make a small contribution to the structure of the summed signal. In other words, degeneration of the signal into classical LFM takes place. Thus, it is expedient to choose value of the scaling factor $k \approx 1.4$ to 2.6 for formation of a summed signal with a rather irregular structure.

Analysis of time realizations and phase portraits of the summed signal with different quantities of components at a fixed value of $k$ makes it possible to conclude that structural complexity of the signal is mainly determined by its first three components. This is because of insignificant amplitudes of the signal constituents with numbers higher than three. When analyzing time realizations and phase portraits of additive signals, $N=3$, it can be concluded that structural
complexity of the signal is determined by the first four components.

4.3. Formation of orthogonal signal structures

Since it is practically impossible to form an infinite series of the function taken in the initial signal model, multicomponent signal structures were studied based on a limited number of components of the initial function. Analysis has shown that to form signal structures, it is appropriate most of all to use an additive set of four components. Dimension of the multicomponent LFM space corresponds to the number of scale factors, $k_d$. Taking into account the foregoing, it is possible to form the $M$-th alphabet of nonstationary signals:

$$
U_i(t) = \sum_{n=0}^{3} U_0 \cdot k^n_\alpha \cdot \cos(2 \pi f_0 t + 0.5 \cdot h \cdot k^n_\alpha \cdot t^2 + \phi_0),
$$

$$
U_M(t) = \sum_{n=0}^{3} U_0 \cdot k^n_\mu \cdot \cos(2 \pi f_0 t + 0.5 \cdot h \cdot k^n_\mu \cdot t^2 + \phi_0).
$$

An additional growth of the signal space dimension is possible at the expense of loss of scale invariance of the latter. In this case, the dimension of the set of signal structures is $(N-1)M$:

$$
U_i(t) = \sum_{n=0}^{3} U_0 \cdot k^n_\alpha \cdot \xi_j \cdot \text{mod}(k^n_\alpha) \times \cos(2 \pi f_0 t + 0.5 \cdot h \cdot k^n_\alpha \cdot \xi_j \cdot \text{mod}(k^n_\alpha) \cdot t^2 + \phi_0),
$$

$$
U_M(t) = \sum_{n=0}^{3} U_0 \cdot k^n_\mu \cdot \xi_j \cdot \text{mod}(k^n_\mu) \times \cos(2 \pi f_0 t + 0.5 \cdot h \cdot k^n_\mu \cdot \xi_j \cdot \text{mod}(k^n_\mu) \cdot t^2 + \phi_0),
$$

where $\xi_j = [1, M]$ if $\xi_j > M$.

As a result of such construction of (8), frequency arrangement in a series of the initial function differs from geometric progression. However, the insignificant difference in scaling factors supposes quasi-stationarity of the process at certain intervals of observation time. This leads to appearance of phase relations between different signal frequencies and can be used to obtain estimates of the spectral correlation function in corresponding frequency coordinates [12].

In order to eliminate this disadvantage, ensembles of mutually orthogonal multicomponent signals obtained from the $m$-dimensional orthonormal bases are proposed. Encoding of the set of information characters is made using linear combinations of orthogonal non-stationary signals. By definition [13], if the random process $x(t)$ with a finite mathematical expectation $M(x(t))$ and continuous correlation function $R_{xx}(t_1, t_2)$ is set in a closed interval $[a, b]$, then there is a complete orthonormal system of functions $\{u_k(t)\}$ such that

$$
x(t) = \sum_{k=1}^{\infty} c_k u_k(t), \quad c_k = \int_{a}^{b} u_k(t) x(t) dt, \quad (k = 1, 2, \ldots),
$$

where integrals and a series coincide at a mean value.

Thus, the random process at the output of the radio transmitter can be represented by a set of random factors $\{c_k\}$. In particular, there exists a complete orthonormal system $u_k(t) = u_k(t)$ such that all quantities $c_k$ are uncorrelated standard random quantities.

To obtain a set consisting of $m$ orthogonal signals, consider $n$-dimensional space $R^n$. Any point $p$ of this space can be represented by an $n$-dimensional vector which is a linear sum of the set of orthogonal basis vectors, $u_i$:

$$
p = p_1 u_1 + p_2 u_2 + \ldots + p_m u_m
$$

where $u_i \in R^n$; $i \in [1, m]$; $p_i \in [1, m]$ are valid factors.

Consider a subset consisting of $m$ basis vectors described by an $n$-dimensional subspace within the $n$-dimensional space $R^n$. A series of vectors describing some hyperspace $s$ within an $m$-dimensional subspace can be represented as:

$$
s = c_1 u_1 + c_2 u_2 + \ldots + c_m u_m
$$

Real vectors $u_i$ can be derived from real-valued functions $U_i(t)$ as follows. Let $u_i = [u_{i_1}, \ldots, u_{i_m}]^T$ and $U_i = [U_{i_1}, \ldots, U_{i_m}]^T$ where $i_e \in [1, n], i_e \in [1, M], t_i$ is the current sampling time at the point of each vector and $T$ is sampling period. For convenience, write it as matrix $U = [u_{i_1}, \ldots, u_{i_m}]$ where $u_e \in R^n$. In practice, the signal $u_i$ vector can be generated by discretization of the real-valued function $U_i(t)$. Thus, the problem is reduced to constructing a set of real values of orthogonal vectors $u_i \in R^n$ (where $i_e \in [1, M]$) capable of generating a set of orthogonal functions in real time in the interval $U \in [1, M], t \in [0, nT]$. A set of such functions can be obtained using the Gram-Schmidt orthogonalization procedure for a system consisting of $M$ linearly independent vectors. It should be noted that correspondence of the value of dimension $n$ to restriction $nM$ is the mandatory condition for constructing an orthonormal system with $M$ linearly independent signals taken from the orthogonal basis of the functions $U \in [1, M]$. The Gram-Schmidt orthogonalization procedure for an ensemble of signals $U_i(t), i = 1, 2, \ldots, M$ of duration $\tau$, with energy $(E_1, 1, 2, \ldots, M)$ can be represented as follows [13]:

$$
y_{i_1}(nT) = U_{i_1}(nT),
$$

$$
u_{i_1}(nT) = y_{i_1}(nT)/\sqrt{E_1},
$$

$$
y_{i_2}(nT) = U_{i_2}(nT) - \sum_{i=1}^{M} \left( U_{i_1}(nT), U_{i_2}(nT) \right) / \left( U_{i_1}(nT), U_{i_1}(nT) \right) \cdot u_{i_1}(nT),
$$

$$
u_{i_2}(nT) = y_{i_2}(nT)/\sqrt{E_2}.
$$

A message transmitted in radio lines is encoded using linear combinations of orthogonal functions:

$$
s(t) = c_1 u_1(t) + c_2 u_2(t) + \ldots + c_m u_m(t),
$$

or in a shorter vector representation:

$$
s(t) = u^T(t) c, \quad u^T(t) = [u_1(t), u_2(t), u_3(t), \ldots, u_M(t)],
$$

where $u^T$ is the orthonormal system of vectors; $c^T = [c_1, c_2, c_3, \ldots, c_M]$ is a linear combination of message characters.

In the process of receiving information symbols, receiver of the radio line determines factors of each orthogonal component by computing $M$ correlation integrals:

$$
c_k = \frac{1}{T} \int_{0}^{T} s(t) u_k(t) dt, \quad \forall i \in [1, M].
\[
P_r = \frac{1}{T} \int_0^T u_1^2(t) dt, \quad (16)
\]
which can be represented in an equivalent vector representation with taking into account (15) and (16) as follows:

\[
c = \frac{1}{T} \int_0^T u(t) u^*(t) dt.
\]

Expression (17) is valid for any orthogonal set of signals. Distinctive feature of this system consists in that signals can be transmitted sequentially via a separate channel and simultaneously via all channels. The system throughput will be determined by dimension of the ensemble of orthogonal signal structures. Fig. 7 shows a diagram of an orthogonal multi-component signal shaper.

![Fig. 7. Block diagram of a shaper of multi-component orthogonal signal structures](image)

Generator of multicomponent signals generates a set consisting of \( M \) additive LFM signals. Each signal consists of a set of components obtained from initial oscillation at different scaling factors \( k \). Choice of components of the summed oscillation is made according to the pseudorandom law with the help of a control parameter \( \xi \). Digitized signal samples are orthogonalized using the Gram Schmidt procedure and arrive at the modulator.

5. Estimation of potential noise immunity of radio lines

Let us calculate potential noise immunity of radio lines as a probability that the system detector performs an optimal signal receive. For orthogonal signals of equal energy, optimal detector will select a signal that will have the greatest correlation with the received signal \( s \) and each of \( M \) possible signal vectors \( \{u_{mk}\} \), that is:

\[
C(s, u_m) = s \cdot u_m = \sum_{k=1}^{M} s_k u_{mk},
\]

\( m = 1, 2, \ldots, M \).

Since the probability density functions at the output of correlators, \( r_m \), are statistically independent, the common probability density will be determined by the product M-1 of the proper probabilities of the form:

\[
p(n_m < r_m) = \int_{-\infty}^{r_m} p_{r_m}(x_m) dx_m = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{r_m} e^{-x^2/2} dx, \quad (19)
\]

These probabilities are the same for \( m = 2, 3, \ldots, M \), that is, the cumulative probability (the probability of correct receive) is defined as:

\[
P_r = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{r_m} e^{-x^2/2} dx = \int_{-\infty}^{r_m} e^{-x^2/2} dx, \quad (20)
\]

Thus, probability of a character error in a radio channel can be defined as in [14]:

\[
P_{ed} = 1 - P_r = \frac{1}{\sqrt{2\pi}} \left( 1 - \int_{-\infty}^{r_m} e^{-x^2/2} dx \right) \int_{-\infty}^{\infty} e^{-x^2/2} dx \quad (21)
\]

Fig. 8 presents results of numerical simulation of a character error from the signal-to-noise ratio (S/N).

![Fig. 8. Noise immunity of radio communication lines with the use of developed signal structures](image)

The firm curve shows the lower limit for probability of a character error when two signal structures are used. The dashed line represents maximum achievable (in terms of practical implementation) value of probability of a character error when using 1024 orthogonal signal structures. Expression (21) allows one to estimate noise immunity of the radio line in idealized conditions when the S/N is completely determined by energy indicators of the radio channel, \( E_0 \), and the spectral density of the noise of natural origin \( N_0 \). In most practical applications, it is advisable to consider both noise immunity and security of radio lines [15].

6. Analysis of structural security of the developed signal structures and signals with digital modulation types in relation to the time-and-frequency methods of signal detection

The radio line security can be quantified by the probability of signal detection. The algorithm of searching for the spectral harmonic corresponding to the symbol frequency can be described as follows. The band which is determined by the formula (22) is only taken for analysis in the signal spectrum at the output of a nonlinear operator. A spectral component with maximum amplitude and an extreme right harmonic whose amplitude exceeds 0.25 of the maximum component is sought in this band. The value of the latter frequency is taken as an estimate of symbol frequency.

Figs. 9, 10 show dependence of probability of correct recognition, \( P_{rec} \), 16-PSK and 128-QAM using common phase constellation and combination of the common phase constellation.
with its squared variant. It can be concluded from analysis of the dependences depicted in Fig. 9, 10 that application of exponentiated variants of phase constellations can significantly improve probability of correct recognition of modulation type in a range of low S/N values. For example, probability of correct recognition of 128-QAM at S/N 8dB increases from 0 to 0.98.

Fig. 9. Probability of recognition of signals from 16-PSK using a squared constellation: for combined phase constellations (- - -); for ordinary phase constellations (– –)

Calculation of the spectrum width is realized in the following way. Amplitude-frequency spectrum is calculated by means of a fast Fourier transform. An example of such a spectrum for a signal with an eight-fold PSK is shown in Fig. 11. To reduce influence of fluctuations of spectral harmonics on accuracy of the spectral width measurement, arithmetic averaging of amplitudes of neighboring harmonics was used:

\[ S'(kF) = \sum_{n=0}^{k} S(nF) \frac{1}{N} \]  

where \( N \) is the number of read-outs taken for averaging. An example of the averaged spectrum is shown in Fig. 12.

Fig. 10. Probability of 128-QAM signal recognition using a squared constellation: for combined phase constellations (- - -); for ordinary phase constellations (– –)

Spectrum width, \( \Delta f_c \), is calculated as a difference in frequencies of spectral components of the smoothed spectrum that exceed the value of the set threshold, \( S_p \), to the right and left of the central value of frequency \( f_{c0} \) calculated by the following expression:

\[ f_{c0} = \frac{\sum_i f_i S_i(f_i)}{\sum_i S_i(f_i)} \]  

where \( S_i(f_i) \) is amplitude of the spectral harmonic corresponding to frequency \( f_i \).

Fig. 11. Initial amplitude-frequency spectrum of the received 8-PSK signal

Fig. 12. Averaged amplitude-frequency spectrum of the received 8-PSK signal

The calculated value of the spectrum width, \( \Delta f_c \), is taken as the central value of frequency of the band of spectral peak search which corresponds to the symbol frequency. The conducted studies with simulated and real signals show that the spectral harmonic corresponding to the symbol frequency is within the frequency band in a vast majority of cases:

\[ \Delta f_s = \frac{\Delta f_c}{2} \Delta f_{c0} + \frac{\Delta f_{c0}}{2} \]  

Thus, a harmonic of symbolic frequency will be sought solely within the band defined by expression (24). In most cases, the harmonic corresponding to the symbol frequency has maximum amplitude, \( S_c \), in the signal spectrum from the output of the nonlinear limiter (Fig. 13). This fact is used for its search in existing algorithms of symbol frequency estimation. This enables analysis and classification of signals, even in the case of low S/N and strong signal distortion. Therefore, application of spectral-correlation analysis methods is most appropriate currently (Fig. 14).

Fig. 13. Initial spectrum of the module of aggregate signal amplitude

Fig. 14. Spectrum of the module of the aggregate amplitude of the signal distorted by influence of the propagation medium

The performed simulations show that the spectral component of the symbol frequency is the extreme right harmon-
in the spectrum of the signal with amplitude greater than 0.25S_{\text{max}} where S_{\text{max}} is the maximum amplitude in the signal spectrum. The cyclo-stationarity detector can be described in general by the following expressions:

$$M\{s(t_i)\} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} s_k(t_i)$$  \hspace{1cm} (27)$$

and

$$R_s(t_i, t_i + \tau) = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} s_k(t_i) s_k(t_i + \tau).$$  \hspace{1cm} (28)$$

Let us analyze spectral correlation functions (Fig. 15, 16) of a classical broadband phase-modulated signal and a non-stationary signal. Obviously, the developed structures qualitatively differ from classical broadband signals. This makes it possible to increase security of information transmission via radio lines on the basis of spectral and correlation analysis of signals.

In the general case, when the process is non-stationary, the values

$$M\{s(t_i)\} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} s_k(t_i)$$  \hspace{1cm} (27)$$

and

$$R_s(t_i, t_i + \tau) = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} s_k(t_i) s_k(t_i + \tau)$$  \hspace{1cm} (28)$$

are not invariant with respect to the transfer of moment $t_i$ [16]. For any $t_i$, probability density of such a process $p(s, t_i)$ is described by the expression

$$p(s, t_i) = \lim_{\Delta s \to 0} \frac{P[s < s(t_i) < s + \Delta s]}{\Delta s}. \hspace{1cm} (29)$$

Let us determine signal at the output of the radio line transmitter through a Gaussian stationary process $n(t)$ with a zero mathematical expectation and a deltoid correlation function

$$\rho(t, \tau) = \delta(t - \tau).$$  \hspace{1cm} (30)$$

According to (30), mathematical expectation, dispersion and correlation function of this process are described as follows:

$$E\{n(t)\} = 0, \hspace{1cm} (31)$$

$$R(t_1, t_2) = \int_0^t \int_0^t E\{n(\tau_1)n(\tau_2)\} d\tau_1 d\tau_2 = \frac{N}{2} t_1 t_2. \hspace{1cm} (32)$$

Define properties of increments in the intervals that do not intersect $(t_2 > t_1)$ from an it follows from obvious equality

$$s(t_1) - s(t_2) = \int_{t_1}^{t_2} n(\tau) d\tau,$$  \hspace{1cm} (33)$$

that the mathematical expectation is zero and the dispersion of increments is proportional to the difference between the moments of time:

$$M\left\{s(t_1) - s(t_2)\right\}^2 = \frac{N}{2} (t_2 - t_1), \hspace{1cm} t_2 > t_1. \hspace{1cm} (34)$$

Mutual correlation of the function of increments using (35) is defined as

$$M\left[s(t_1) - s(t_2) \left| s(t_1) - s(t_1)\right| \right] = R(t_2, t_2) - R(t_2, t_1) - R(t_1, t_1) + R(t_1, t_1) = 0. \hspace{1cm} (36)$$

Thus, the process increments, $s(t)$ in non-overlapping time intervals are uncorrelated, and given normal distribution, they are independent which should have been proved. In addition, the process increments can be called stationary since their mathematical expectation is zero and dispersion is proportional to the difference between the moments of time. The following formula is a direct consequence of these features:

$$\lim_{\Delta s \to 0} \frac{1}{\Delta s} \sum_{i=1}^{\Delta s} \left|s(t_i) - s(t_{i-1})\right|^2 = \frac{N (t_2 - t_1)}{2}. \hspace{1cm} (37)$$

where $t_0 < t_1 < \ldots < t_m < t$, $\Delta = \max(t_{m+1} - t_m)$.

The convergence of the sequence of random sums to the left and the non-random variable to the right is interpreted as convergence by probability.
This confirms the assumption that a multicomponent orthonormal signal is a Gaussian non-stationary process with zero mathematical expectation and a dispersion proportional to time. Realizations of the process are increasingly scattered and non-reproducible with the course of time (Fig. 17, 18).

Fig. 17. Vector diagram of multicomponent orthogonal signal structures (10,000 realizations)

Fig. 18. Vector diagram of multicomponent orthogonal signal structures (50,000 realizations)

Signal constellations from the computer are shown for comparison in Fig. 19, 20.

Fig. 19. Vector diagrams of signals from 64-QAM

Fig. 20. Vector diagrams of signals from 256-QAM

To establish structural security of the developed signal structures, expressions describing the energy detector and the cyclo-stationarity detector are used. In the case of detecting a single spectral component using a cyclo-stationarity detector, the following expressions can be used:

\[ z_{-\alpha}(N) = \frac{1}{N} \sum_{\alpha} S^2(f) \cdot S_{\alpha}^2(f) df, \]  
\[ d = \frac{E(z_{-\alpha}|H_1) - E(z_{-\alpha}|H_0)}{\sqrt{\text{Var}(z_{-\alpha}|H_0)}}, \]  
where \( \text{Var}(\cdot) \) is the mean square deviation.

For energy detection of the signal:

\[ d(0) = \frac{d_s(0)SNR_{0.1}}{\left(1 + \frac{3}{2}N\right)}. \]  

Characteristics of detecting the developed nonstationary signal structures are shown in Fig. 21.

Fig. 21. Dependence of the probability of detecting orthogonal signals and developed signal structures on S/N by means of the energy detector and the cyclo-stationarity detector (probability of false alarm, \( P_{fa}=0.1 \)): developed SK SD (1); orthogonal SK SD (2); developed SK ED (3); orthogonal SK ED (4)

It follows from analysis of dependences shown in Fig. 21 that in the case of energy detection, nonstationary signals as well as signals with any other type of modulation are equivalent. It can also be seen that when using the cyclo-stationarity detector, probability of detecting non-stationary signal structures is 2–2.5 times lower compared to other types of signal modulation.

7. Discussion of the results obtained in the study and development of non-stationary signal structures

The obtained results enable growth of transmission security in communication radio lines by means of non-stationary signal structures in comparison with traditional broadband signals as to spectral and correlation analysis. This makes it possible to ensure transmission immunity to an organized noise. This is due to the fact that spectrum of the proposed multicomponent signal is continuously extended in comparison with the spectrum of classical LFM oscillation.

The study of dynamics of the multicomponent signal variation depending on value of the variable scaling factor, \( k \), and number of the signal components \( N=5 \) has established limit values of these indicators. Significant complication of the signal structure begins to manifest itself at the scaling factor \( k=1.4 \) and decelerates at \( k=2.6 \). Thus, to form a multicomponent signal, it is expedient to choose value of the scaling factor \( k=1.4–2.6 \). This is of particular importance in development of modern military radio communication lines.
It was provided to offer required level of noise immune through formation of non-stationary orthogonal signals with minimal mutual correlation. This is ensured by applying the Gram-Schmidt orthonormalization procedure to a series of multicomponent LFM signals with controlled spectral characteristics.

To estimate structural security of the developed signal structures, an analysis was made taking into account operation of the energy detector and the cyclo-stationarity detector. It was proved that in the case of energy detection, nonstationary signals and signals with any other type of modulation are equivalent. However, when using the cyclo-stationarity detector, probability of detecting non-stationary signal structures is 2–2.5 times lower compared to other types of signal modulation.

The proposed methods of formation of nonstationary signals are the continuation of the study on construction of jam-resistant communication systems with noise-type signals designed to work in conditions of radio-electronic conflict. In the proposed embodiment, it is possible to achieve transmission rate of up to 5 Mbit/s, which is acceptable for military radiocommunication systems but not enough for civilian ones. Further development of the study will be advisable in a direction of increasing noise immunity and transmission speed by introducing additional signal processing procedures, e.g. preliminary noise immune encoding, change of the orthogonalization procedure, etc.

### 8. Conclusions

1. It was found that complexity of irregular structure of a multi-component LFM signal is ensured at values of the scaling factor $k=1.4–2.6$ and the number of the signal structure components $N=5$. Complexity rate of the signal structure is slowing down at $k>2.6$. Orthogonalization of multicomponent LFM signals based on the Gram-Schmidt procedure is aimed at increasing transmission security through reduction of cyclo-stationarity in signal structures.

2. The study has revealed that potential noise immunity of the radio line worsens with growth of the ensemble of non-stationary signal structures being used. This is explained by the fact that the energy distance between the signal structures of the ensemble decreases.

3. It was shown that the use of non-stationary signal structures ensures growth of structural security of signals in comparison with traditional broadband signals as to spectral and correlation analysis. When using a cyclo-stationarity detector, probability of detecting non-stationary signal structures is 2–2.5 times lower compared to other types of signal modulation.
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