1. Introduction

The emergence of new competitors for a company with the established channels to sell products to permanent consumers brings along potential risks. They relate to two essential factors: a lower price for products offered by such new competitors, and the natural desire of a consumer to replace the supplier with the one that proposed lower prices.
Despite the obvious fact that attempts to formalize these processes, as well as the construction of a mathematical apparatus for it, can present significant challenges. Apparently, a partial solution to the problem posed by the complexity to describe the functioning of such systems should be sought in the use of information technologies. This view is reflected, for example, in study [12], in which information systems are considered to be the mechanism of process synchronization inside a company and throughout the supply chain. In other words, there is a symbiosis of design, production, and logistics tasks. Such a view is well-founded, however, the issue on mathematical support for such information systems remains unresolved. In addition, when considering the competitiveness of a enterprise in terms of its capability to minimize the price of the product, one should somehow formalize the notion of an innovation activity, introduced into consideration as one of the main factors for enterprise success in the market [13]. One such optimization model of production planning and delivery of diversified products was proposed in paper [14], and this idea was further advanced in [15]. Special features of solutions, proposed in study [15], is that in order to determine the optimal production plans, as well as its delivery to consumers, and investment in production, it is necessary to obtain equilibrium solutions in the duopoly model. And they define the equilibrium decisions by Cournot if enterprises decide to release products simultaneously and independently of each other, and by Stakelberg if one manufacturer believes that the competitor would behave as a Cournot duopolist. Thus, they take into consideration competition not at the level of individual enterprises but between supply chains. The advantage of such a method is that it allows practical implementation of actual production programs. This to some extent eliminates the issue of excessive theorization on this problem as a dominant approach in the study of the concept of SCM, which acts as a significant factor under conditions of competition.

Logical development of these results is that the model would account for additional significant factors related to the techniques and specifics of product delivery to consumers. Confirmation of this can be found in paper [16], in which the need for dynamic development of distributed logistics systems and the importance of taking into consideration the features of the transportation component is dictated by the conditions of economic globalization. Specifically, it makes sense to argue about the development of approaches to a multifactorial analysis of transportation-logistics systems [17]. The proposed solutions, based on the application of vector optimization of functionals, represent the pattern of representation of a logistic system at the macro level, when each of the modules of this system is represented as a technological object within which the process of a material flow transformation takes place. The advantage, in this case, is linked to the possibility of introducing to the model of a
transportation-logistics system the characteristics of rate of change in the processes that occur within it. This, according to the authors of work [17], makes it possible to take into consideration the dynamic characteristics of the system. In this case, however, significant problems remain that are related to the need for a system analysis into each object involved in the processing of freight flows. In addition, open question here is routing, which also relates to the choice of a transport mode, transportation feature, and a technique to adequately mathematically describe the process.

Solutions, known in this part, relating to multimodal transportation, are based on using ant algorithms [18] and their development, in particular by expanding parametric representation and introduction of weights [19, 20]. Application of such algorithms is quite justified, because owing to convergence there is a guarantee to obtain the optimal solution. However, due to the problem's multifactor nature, the rate of such a convergence cannot be uniquely estimated. Ways to improve the efficiency of ant algorithms could include approaches based on combinatorial optimization [21] and the synthesis of multiple local algorithms that search for optimal solutions [22]. In relation to the problem on automobile transportation, one of such modified algorithms was reported in paper [23]. Specifically, the authors solved a problem on constructing a rational route between points of dispatch and destination based on the modified ant algorithm [18], which was supplemented with a parameter for the function of quality of roads at each section of the route between points. Such a parameter is a product of the membership function, describing the condition of a roadway along the corresponding road section, and an expert estimation of the throughput capacity of this section. In this case, it is concluded that the introduction of such a parameter improves efficiency of the algorithm by accounting for additional important factors, among which: the relief of traffic lines, the level of service in infrastructure, the actual climatic conditions, the probability of an emergency.

Based on an actual example, solutions seem convincing in terms of the practicality of the proposed modification, but as regards unique effectiveness under conditions of the specified multifactor nature they are characterized by an overestimated level of optimism. It is natural that when using a different transport mode conditions for the application of the algorithm would be different. The studies that address the development of principles for intermodal transport selection include [24, 25]. In particular, they considered approaches to the substantiated choice of transportation and principles that form transportation costs. Their priorities include establishing dependences of costs for the freight containers delivery on distances for transportation by road and rail transport. However, the organization and planning of movements of container equipment were not given due attention. Given the importance of this issue, particularly in the context of export-import trade, paper [26] used an example of Odessa region (Ukraine) to propose a scheme of reverse loading of containers, freed from imported goods, as a variant to improve activities of a transport and freight forwarding company. It is an interesting attempt to further develop the ideas, proposed in a given work, in other regions, apparently possessing a number of other conditions. In this case, it would be practically useful to answer the question about how these conditions could be taken into consideration and how they could affect effectiveness of the solutions, proposed in [26]. The lack of effective feedback among all participants in a transportation process is a drawback, noted in [27]. A conceptual scheme, suggested in this work, must, according to the authors, improve the efficiency of feedback under conditions of maritime transportation. However, the solutions relate to only one type of transportation and only at the level of a conceptual model.

A particular disadvantage of existing areas of research is the consideration of problems related to the functioning of transportation and logistics systems in a single aspect only. For example, paper [28] estimates quality of third-party logistics providers, while their other levels are not considered. Problems of legal regulation in the activities of transport and logistic systems, including as its structural elements the transport-forwarding companies, and an analysis of specificity of consumer protection in the framework of functioning of these systems [29] are not linked to the organization of cargo delivery schemes. All this suggests the presence of unresolved issues relating to analytical solutions regarding the selection of optimal strategies for suppliers. Specifically, such solutions should take into consideration the limitations imposed by the peculiarities of functioning of the systems “supplier – consumer”, taking into consideration the legislative regulation of international deliveries.

3. The aim and objectives of the study

The aim of this study is to develop an algorithm for the selection of winning strategies based on the estimation of strategic opportunities of a competitor under conditions of uncertainty. That would make it possible to choose the optimal management strategy in the system “supplier – consumer” by minimizing price advantages of the competitor.

To accomplish the aim, the following tasks have been set: – to develop an algorithm to estimate a product price in the system “supplier – consumer”;
– to build a predictive model of strategic opportunities of a competitor in the system “supplier – consumer” and the selection procedure depending on their alternatives.

4. Introductory concepts

We introduce the following concepts.
Supplier (player 1) is a product manufacturer, selling it to consumer.
Consumer is a company purchasing a product from a supplier.
Aggressive competitor (player 2) is a supplier involved in the fight for a customer, trying to enter the market with advantages that are more favorable in terms of price, and to displace the supplier from the market.

Game is a formalized model of a situation under which two competitors fight for a consumer; it represents a set of rules that describe behavior of players.
Features of the game – the first competitor is a constant supplier of goods to the consumer over a long period of time, the second competitor is a new company that attempts to enter the market, pushing out the first competitor from the system “supplier – consumer” by offering a price advantage.

Consumer loyalty is the attitude of the consumer towards the supplier, tested over a long collaboration; it implies that it does not want to break relations with a regular supplier, and, optionally, provides it with information about player 2.
A player's strategy is the player's unique choice of a solution from a certain valid set.

Vector of input variables $X$ is the vector whose components are the factors that form a product price:

$$X = [x^{(i)}_{1}]^{T},$$  \hspace{1cm} (1)

where $i$ is the number of the column vector's component, $n$ is the number of the column vector's components, $s$ is the player's number in the system "supplier – consumer".

Game matrix is a matrix whose elements describe possible winnings in each strategy [30, 31]:

$$Z = [z_{jk}]^{T} = \begin{bmatrix} z_{11} & \cdots & z_{1N} \\ \vdots & \ddots & \vdots \\ z_{M1} & \cdots & z_{MN} \end{bmatrix},$$  \hspace{1cm} (2)

where $j$ is the index which corresponds to the number of an alternative strategy for the first player, $k$ is the index which corresponds to the number of an alternative strategy for the second player, $M$ is the number of available strategies for the first player, $N$ is the number of available strategies for the second player.

The output variable $y^{(s)}$ is a scalar magnitude, corresponding to the product price: $y^{(1)}$ – for player 1, $y^{(2)}$ – for player 2.

### 5. Principle of forming an estimation algorithm of the output variable

We introduce the following representation of product pricing.

The price of a product includes 4 main components:
- cost;
- transportation costs (total cost of product delivery);
- value added tax (VAT).

We shall introduce additional concept of the l-level scale, where $l$ can accept different values.

At $l=0$, scaling represents a transformation of valid values for each pricing component of the four mentioned above, in the range $[0; 1]$. It is obvious that in this case the range of values for the output variable corresponds to $[0; 4]$.

If the basic unit to which all other components of pricing are reduced is selected to be the cost of the product of player 1, then it is appropriate to represent the vector of input variables in the following form:

$$X^{(l)} = (x^{(l)}_{0}, x^{(l)}_{1}, x^{(l)}_{2}, x^{(l)}_{3}),$$  \hspace{1cm} (3)

where $x_0$ is the product cost, $x_1$ is the transportation cost (total cost of delivery), $x_2$ is the profit, $x_3$ is the value added tax (VAT), the index $s$ is here omitted for simplification, considering the sameness of description for player 1 and player 2.

Output variable in this case is determined as follows:

$$y^{(s)} = \sum_{i=1}^{s} x^{(s)}_{i}.$$  \hspace{1cm} (3)

At $l=1$, scaling represents the normalization of values for each pricing component preliminary treated with the $l$-level scaling, thus to transfer these magnitudes to the range of $[-1; +1]$. In this case, the range of values for the output variable will depend on the ranges of values for an input variable for each of the players. Normalization is performed as follows:

$$x^{(s)}_{n} = \frac{2x^{(s)}_{n} - (x^{(s)}_{n\\text{max}} + x^{(s)}_{n\\text{min}})}{x^{(s)}_{n\\text{max}} - x^{(s)}_{n\\text{min}}}, \quad i = 1, \ldots, 4, \quad r = 1, \ldots, R,$$  \hspace{1cm} (4)

where $x^{(s)}_{n}$ is the normalized value for the input variables (the scale of level $l=1$)

$$x^{(s)}_{n\\text{max}} = \max_{i} x^{(s)}_{n\\text{max}}, \quad x^{(s)}_{n\\text{min}} = \min_{i} x^{(s)}_{n}.$$  \hspace{1cm} (5)

$r$ is the index characterizing the number of a conditional experiment, at which the magnitude $x^{(s)}_{n}$ is determined, $R$ is the total number of conditional experiments, at which magnitude $x^{(s)}_{n}$ is determined.

If we assume that one can select a value for $x^{(s)}_{n}$ in the assigned range at own discretion, that is, there are no restrictions for choice, and the basic unit is the product cost of player 1, it is advisable, for example, the following choice for each input variable:

- at $s=1$: $x^{(s)}_{0} = 1,$
  $x^{(s)}_{1\\text{max}} = 1, x^{(s)}_{1\\text{min}} = 0.2$,
  $x^{(s)}_{2\\text{max}} = 1, x^{(s)}_{2\\text{min}} = 0.2$,
  $x^{(s)}_{3\\text{max}} = 1, x^{(s)}_{3\\text{min}} = 0.2$;

- at $s=2$: $x^{(s)}_{0\\text{max}} = 1, x^{(s)}_{0\\text{min}} = 0.5$,
  $x^{(s)}_{1\\text{max}} = 1, x^{(s)}_{1\\text{min}} = 0.2$,
  $x^{(s)}_{2\\text{max}} = 1, x^{(s)}_{2\\text{min}} = 0.2$.

The physical essence of the selected numerical values is as follows:

- for $s=1$: transportation cost of player 1 is in the range of (20–100) % of the cost of the product of player 1,
  profit of player 1 is in the range of (20–100) % of the cost of the product of player 1,
  value added tax (VAT) of player 1 is in the range of (20–100) % of the cost of the product of player 1,

- for $s=2$: transportation cost of player 2 can be less than the cost of the profit of player 1 by two times and is in the range of (50–100) % of the cost of the product of player 1,
  profit range of player 2 is in the range of (20–100) % of the profit range of player 1,
  value added tax (VAT) of player 2 is in the range of (20–100) % of the cost of the product of player 1.

It is possible to assign other numerical values (in % to the cost of the product of player 1).
When assigning such ranges of input variables, the range of values for the output variable is:

- for player 1: [1; 6; 4];
- for player 2: [1; 4; 4].

Therefore, we obtain a plan for the full factorial experiment: \( R=2^3 \) (for \( s=1 \)) and \( R=2^4 \) (for \( s=2 \)). These plans are given in Tables 1, 2, respectively.

### Table 1: Plan of experiment \( R=2^3 \) (for \( s=1 \))

<table>
<thead>
<tr>
<th>No. of experiment</th>
<th>Input variables, ( x_i )</th>
<th>Output variable, ( y^{(1)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( x_0^{(1)} ) ( x_1^{(1)} ) ( x_2^{(1)} ) ( x_3^{(1)} ) ( x_4^{(1)} )</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>1 0.2 -1 1 1 +1 1 +1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>3</td>
<td>1 -1 0.2 -1 1 1 +1 1 +1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>4</td>
<td>1 0.2 -1 0.2 -1 1 1 +1 1</td>
<td>2.4</td>
</tr>
<tr>
<td>5</td>
<td>1 1 +1 1 1 +1 1 +1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>6</td>
<td>1 0.2 -1 1 1 +1 0.2 -1 0.2 -1 1</td>
<td>2.4</td>
</tr>
<tr>
<td>7</td>
<td>1 1 +1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.6</td>
</tr>
<tr>
<td>8</td>
<td>1 0.2 -1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.6</td>
</tr>
</tbody>
</table>

### Table 2: Plan of experiment \( R=2^4 \) (for \( s=2 \))

<table>
<thead>
<tr>
<th>No. of experiment</th>
<th>Input variables, ( x_i )</th>
<th>Output variable, ( y^{(2)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( x_0^{(2)} ) ( x_1^{(2)} ) ( x_2^{(2)} ) ( x_3^{(2)} ) ( x_4^{(2)} ) ( x_5^{(2)} ) ( x_6^{(2)} )</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>0.5 -1 1 +1 1 +1 1 +1 1</td>
<td>2.7</td>
</tr>
<tr>
<td>3</td>
<td>1 -1 0.2 -1 1 1 +1 1 +1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>4</td>
<td>0.5 -1 0.2 -1 1 1 +1 1 +1 1</td>
<td>2.7</td>
</tr>
<tr>
<td>5</td>
<td>1 +1 1 +1 0.2 -1 1 1 +1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>6</td>
<td>0.5 -1 1 +1 0.2 -1 1 1 +1 1</td>
<td>2.7</td>
</tr>
<tr>
<td>7</td>
<td>1 +1 0.2 -1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.9</td>
</tr>
<tr>
<td>8</td>
<td>0.5 -1 0.2 -1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>9</td>
<td>1 +1 1 +1 1 +1 0.2 -1 0.2 -1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>10</td>
<td>0.5 -1 1 +1 1 +1 0.2 -1 0.2 -1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>11</td>
<td>1 +1 0.2 -1 1 1 +1 0.2 -1 0.2 -1 1</td>
<td>2.4</td>
</tr>
<tr>
<td>12</td>
<td>0.5 -1 0.2 -1 1 1 +1 0.2 -1 0.2 -1 1</td>
<td>2.4</td>
</tr>
<tr>
<td>13</td>
<td>1 +1 1 +1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>2.4</td>
</tr>
<tr>
<td>14</td>
<td>0.5 -1 1 +1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.9</td>
</tr>
<tr>
<td>15</td>
<td>1 +1 0.2 -1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.6</td>
</tr>
<tr>
<td>16</td>
<td>0.5 -1 0.2 -1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Based on data from Tables 1, 2, one can build the linear regression equations in the form (5), describing the dependence of product price on its constituent components for both players.

\[
y^{(1)} = a_0 + a_1 x_1^{(1)} + \ldots + a_n x_n^{(1)}.
\]

It is obvious that equation (5) is a special case of the Kolmogorov-Gabor regression polynomial, which does not take into consideration factors of the pairwise and the higher-order interactions. Such a simplified structure of the regression polynomial is appropriate due to the specificity in determining an output variable from formula (3). The regression equation, obtained in this case, accurately describes the influence of all price-forming components on price of the product, and it is easy to verify by substituting in equation (5) the values for input variables for any row of the plan (Tables 1, 2).

Coefficients’ weights in the regression equations in this case are derived quite simply:

\[
a^{(i)} = R^{-1} \sum_{r=1}^{g} x^{(i)} y_r^{(i)}, \quad i = 0, ..., n.
\]

However, if we consider the problem of competition in the system "supplier – consumer" as a strategic game, of special interest are not the values for output variables \( y^{(1)} \) and \( y^{(2)} \), but the difference between them:

\[
z = y^{(2)} - y^{(1)},
\]

where \( z \) is the price of the game, defined as follows: a win of player 1 equals a loss of player 2.

If, in this case, one solves the problem regarding player 1, which corresponds in essence to its desire to stay in the market, then one can consider that player 2 has sixteen possible strategies. Each of them corresponds to the \( r \)-th row in Table 2. In other words, it is assumed that player 2 operates, when choosing strategies, the extreme values in the range of the input variables. This assumption is justified at this stage, because there is an uncertainty related to the estimation of numerical values for the product pricing components of player 2. Under conditions of such uncertainty, the task of player 1 is to estimate the price of the game, and, consequently, to evaluate its potential winnings for each of these sixteen strategies of player 2.

Under such a consideration, the plan of experiment \( R=2^3 \) (for \( s=1 \)) for building a regression equation will have a general form given in Table 1, but the column for the output variable will contain the price of the game. Thus, we form 16 tables for the plan of experiment \( R=2^3 \), based on which one can calculate estimates for the coefficients in the regression equation.

### Table 3: Plan of experiment \( R=2^3 \) (for \( s=1 \)) at estimation

<table>
<thead>
<tr>
<th>No. of experiment</th>
<th>Input variables, ( x_i )</th>
<th>Output variable, ( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( x_0^{(1)} ) ( x_1^{(1)} ) ( x_2^{(1)} ) ( x_3^{(1)} ) ( x_4^{(1)} )</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>1 0.2 -1 1 1 +1 1 +1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>3</td>
<td>1 1 +1 1 1 +1 1 +1 1</td>
<td>3.2</td>
</tr>
<tr>
<td>4</td>
<td>1 0.2 -1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>2.4</td>
</tr>
<tr>
<td>5</td>
<td>1 +1 0.2 -1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.9</td>
</tr>
<tr>
<td>6</td>
<td>0.5 -1 1 +1 0.2 -1 0.2 -1 0.2 -1 1</td>
<td>1.6</td>
</tr>
</tbody>
</table>

The matrix of estimates for the coefficients in the regression equations, calculated from formula (3), takes the form:

\[
a = \begin{pmatrix} 1.2 \\ -0.4 \\ -0.4 \\ -0.4 \end{pmatrix}
\]

The regression equation, obtained in this case, are calculated from formula (3), takes the form:

\[
y^{(1)} = a_0 + a_1 x_1^{(1)} + \ldots + a_n x_n^{(1)}.
\]
Therefore, under the existing variant of the choice of range of numerical values for input variables in the natural form all three components of product pricing for player 1 (transportation cost, profit, VAT) exert an equal influence on the price of the game. Particularly, this effect is negative – with an increase in the absolute value for each of these components the price of the game decreases. And that means that the win of player 1 reduces. The physical essence of this result is obvious – player 1 should strive to reduce the magnitude of product pricing components to minimize the advantages of player 2, offering the consumer the lower price for the product.

The question arises – which component is to be reduced? Choosing a decrease in the cost by player 1 should not be considered because it entails the implementation of a set of measures related to the financial and time costs. Such activities might include the renewal of equipment, modernization, and technical re-equipment of production, investment in new technology development, etc. If player 2 tries to enter the market aggressively, then such costs in the short term could lead to that player 1 loses the supplier and loses the competition. An option of variation could be a profit margin – under conditions of the aggressive strategy of player 2, this option is the least expensive, although it should be considered as a temporary measure. One can choose 3 strategies, corresponding to the three levels of values $x^{(j)}$. In the normalized form, these are:

- strategy 1: $x^{(1)} = 1$;
- strategy 2: $x^{(2)} = 0$;
- strategy 3: $x^{(3)} = +1$.

Fixing the magnitude $x^{(j)}$ at these three levels and using the resulting matrix of coefficients estimates, it is possible, based on equation (5), to calculate the win of player 1 when player 2 chooses any of its 16 strategies (Table 4).

Table 4 shows that by choosing strategy 2, player 1 ensures a guaranteed winning $z(x^{(5)})$, equal to the smallest element from set $L(x^{(j)}, x^{(j')})$, $L \subset Z$:

$$z(x^{(5)}) = \min_{x^{(j)}, x^{(j')}} L(x^{(j)}, x^{(j')}).$$

The lowest net price of the game, which maximizes the guaranteed winning of player 1, takes the form

$$\alpha = \max_{x^{(j)}} z(x^{(j)}) = \max_{x^{(j)}} \min_{x^{(j')}} L(x^{(j)}, x^{(j')}).$$

The task of player 2 is to minimize its maximum loss, calculated as follows:

$$z(x^{(j)}) = \max_{x^{(j)}} L(x^{(j)}, x^{(j')}) = \min_{x^{(j)}} \max_{x^{(j')}} L(x^{(j)}, x^{(j')}).$$

In this case, the highest net price of the game, which minimizes the maximum loss of player 2, takes the form

$$\beta = \min_{x^{(j)}} z(x^{(j)}) = \min_{x^{(j)}} \max_{x^{(j')}} L(x^{(j)}, x^{(j')}).$$

(11)

The values for $\alpha$ and $\beta$ are given in Table 5; boundaries of the respective cells are highlighted with double lines.

Table 5 shows that one can argue about the game with a saddle point and a net price of the game $z=0.5$. However, this result does not suit player 1, which turns out to be a loser. Such a situation is possible if player 2 chooses strategy No. 16, that is, it offers the consumer the lowest possible price, all components of which are minimal (experiment No. 16 in Table 2). Thus, player 1 must find a solution that as a minimum would provide for a price reduction for its product by the magnitude $z=0.5$. In this case, if the consumer is loyal, player 1 can remain in the system “supplier – consumer”, at least for a period of time during which it can take additional measures.

### Table 4

**Game matrix**

<table>
<thead>
<tr>
<th>s=1</th>
<th>s=2</th>
<th>s=3</th>
<th>s=4</th>
<th>s=5</th>
<th>s=6</th>
<th>s=7</th>
<th>s=8</th>
<th>s=9</th>
<th>s=10</th>
<th>s=11</th>
<th>s=12</th>
<th>s=13</th>
<th>s=14</th>
<th>s=15</th>
<th>s=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.4</td>
<td>1.9</td>
<td>1.1</td>
<td>1.1</td>
<td>1.0</td>
<td>0.9</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.5</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1.6</td>
<td>1.1</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### Table 5

**Calculation of the upper and lowest net price of the game for the matrix of the game, given in Table 3**

<table>
<thead>
<tr>
<th>x=2</th>
<th>x=1</th>
<th>x=3</th>
<th>x=4</th>
<th>x=5</th>
<th>x=6</th>
<th>x=7</th>
<th>x=8</th>
<th>x=9</th>
<th>x=10</th>
<th>x=11</th>
<th>x=12</th>
<th>x=13</th>
<th>x=14</th>
<th>x=15</th>
<th>x=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.4</td>
<td>1.9</td>
<td>1.1</td>
<td>1.1</td>
<td>1.0</td>
<td>0.9</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.5</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1.6</td>
<td>1.1</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

6. Building a predictive model of strategic opportunities for player 2 under conditions of uncertainty

Estimation of actual opportunities for player 1 to minimize the price of the product can be conducted based on data from Table 5. It shows, for example, that it can ensure a high win $z=2.4$ (if player 2 chooses strategy No. 1), $z=1.9$ (if player 2 chooses strategy No. 2), $z=1.6$ (if player 2 chooses strategies No. 3, 5, 9). There are several variants of the worse win when player 2 chooses strategies Nos. 4, 6, 11, 13, 7, 8, 12, 14. If player 2 chooses strategy No. 15, the win of player 1 is equal to zero. However, in this case, the loss of player 2 also becomes zero. Thus, strategy No. 15 does not yield benefits to anyone, that is, the players’ odds against the consumer are equalized.

Ranges of opportunities for player 1 for winning are shown in Fig. 1.

It follows from Fig. 1 that the opportunities for player 1 in ensuring a particular magnitude of win fully depends on the strategy which chooses player 2. However, this information is not available for player 1. Therefore, it must either obtain it from any sources, for example, making use of
consumer loyalty, or from its own hidden sources of information, or to somehow eliminate the uncertainty regarding the assessment of possible strategies of player 2. That is, it is necessary to narrow the range of possible strategies for player 2.

\[
\begin{pmatrix}
0,25 & 0,4 \\
0,4 & 0,4
\end{pmatrix}
\]

The straight sections \(a_1\) and \(a_2\) can be calculated from the following equations:

\[
\begin{align*}
\xi_1^{(2)} &= 0,25 x_1^{(2)} + 0,4 x_2^{(2)} + 0,4 x_3^{(2)} \\
\xi_2^{(2)} &= 0,4 x_1^{(2)} + 0,4 x_3^{(2)}
\end{align*}
\]

(14)

Analytical solution to this problem could be derived based on regression equation (5), in which the estimates of coefficients correspond to matrix \(a^{(2)}\). For further transformations, this equation is conveniently rerecorded in its entirety:

\[
y_1^{(2)} = 2,55 + 0,25 x_1^{(2)} + 0,4 x_2^{(2)} + 0,4 x_3^{(2)}.
\]

(12)

Components in a given equation can be rearranged as follows:

\[
y_1^{(2)} = 2,55 + \{0,25 x_0^{(2)} + 0,4 x_2^{(2)}\} + \{0,4 x_1^{(2)} + 0,4 x_3^{(2)}\}.
\]

(13)

The straight sections \(a_1\) and \(a_2\) can be calculated from the following equations:

\[
\begin{align*}
\xi_1^{(2)} &= 0,25 x_0^{(2)} + 0,4 x_2^{(2)} + 0,4 x_3^{(2)} \\
\xi_2^{(2)} &= 0,4 x_1^{(2)} + 0,4 x_3^{(2)}
\end{align*}
\]

(14)

Considering (14), equation (13) takes the form:

\[
y_1^{(2)} = 2,55 + \xi_1^{(2)} + \xi_2^{(2)}.
\]

(15)
that is, the minimum price for its product. Therefore, such strategies would be preferable for it at which direct lines \( \xi_2^{(2)} = \phi \xi_1^{(2)} \) are as close as possible to the “lower limit of opportunities”.

The product price of player 1 can be determined from a general regression equation, whose coefficients’ estimates were derived based on Table 3:

\[
y^{(0)} = 2.8 + (0.4x_{1}^{(0)} + 0.4x_{2}^{(0)}) + 0.4x_{2}^{(0)}. \tag{18}
\]

In equation (18), components are grouped by the principle similar to (13). Important is the fact that, given the feature of determining an output variable and the use of the orthogonal plan to derive a regression equation, the estimates of coefficients in the input variables will not change at a change in the value for \( y^{(2)} \). This means that the magnitude \( z_i \) would change only depending on the primary coefficient in equation (6) at \( i = 0 \), that is, on coefficient \( a_0 \). Therefore, for any \( y^{(2)} \), the equation describing the win of player 1 can be constructed if one knows the dependence of form \( a_0 = f(y^{(2)}) \). This dependence is linear (Fig. 3) and makes it possible to calculate a value for the initial coefficient in equation

\[
z_i = a_0 + \sum_{i=1}^{3} a_i^{(0)} x_{i}^{(0)}, \tag{19}
\]

where \( a_i^{(0)} \) are the coefficients’ estimates before the input variables derived based on Table 3.

The equation that describes function \( a_0 = f(y^{(2)}) \) with an accuracy of approximation equal to 1 takes the form:

\[
a_0 = -2.8 + y^{(2)}. \tag{20}
\]

The result is the obtained system of two equations (19) and (20) in order to assess the win of player 1. If player 1 operates three strategies, corresponding to the three levels of values \( x_{i}^{(0)} \), as, for example, is given in Table 4, the use of this system will determine the win at any arbitrary strategy of player 2, other than the 16 strategies given in Table 4. It is obvious that any strategy \( y^{(2)} \) will be located inside the region of permissible strategies for player 2, assigned by plan \( R=2^4 \) (Table 2).

\[
\begin{align*}
2.8 + (0.4x_{1}^{(0)} &+ 0.4x_{2}^{(0)}) + 0.4x_{2}^{(0)} = 2.55 + \xi_1^{(2)} + \xi_2^{(2)}, \tag{21} \\
x_{1}^{(0)} &= \frac{h_b}{0.4} - x_{2}^{(0)}. \tag{22}
\end{align*}
\]

where

\[
h_b = -0.25 + \xi_1^{(2)} + \xi_2^{(2)} - 0.4x_{2}^{(0)}. \tag{23}
\]

The derived equations (22) and (23) make it possible for player to operate not three strategies depending on the level of values for \( x_{1}^{(0)} \), but the larger number of them – at known \( x_{1}^{(0)} \), one can choose such \( x_{2}^{(0)} \), which equalizes the chances of players. This means that player 1, forced to reduce the magnitude \( y^{(2)} \), gets an opportunity to operate two variables – the size of its profits and the transportation cost. The ratios between these variables take the form (22) and the choice of a particular solution in the form of an appropriate direct line depends on magnitudes \( \xi_1^{(2)} \) and \( \xi_2^{(2)} \).

Under actual conditions, it is almost impossible to vary the magnitude \( x_{1}^{(0)} \), which is why the problem can be solved relative to variables \( x_{1}^{(0)} \) and \( x_{2}^{(0)} \), assigned by the known magnitude \( x_{1}^{(0)} \). The solutions, to be derived, will not differ from solutions relative to \( x_{1}^{(0)} \) and \( x_{2}^{(0)} \), since coefficients in the regression equation before variables \( x_{1}^{(0)} \) and \( x_{2}^{(0)} \) are the same.

Upon completion of the described estimation procedures, the resulting values for input variables in the dimensionless form are subject to inverse transformation to the natural form:

\[
\begin{align*}
x_{1}^{(0)} &= 0.5 \left[ x_{n}^{(0)} (x_{n}^{(0)} - x_{n}^{(0)}) + (x_{n}^{(0)} + x_{n}^{(0)}) \right], \tag{24} \\
x_{n}^{(0)} &= \frac{1}{5} \left[ x_{n}^{(0)} (x_{n}^{(0)} - x_{n}^{(0)}) + (x_{n}^{(0)} + x_{n}^{(0)}) \right].
\end{align*}
\]

In the case under consideration, at \( y^{(2)}<y^{(1)} \), player 1 should determine the conditions under which it might have an equal chance with player 2. To this end, it will suffice to equate the right sides of equations (18) and (15) and to solve the resulting equation relative to \( x_{i}^{(0)} \):

\[
\begin{align*}
2.8 + (0.4x_{1}^{(0)} &+ 0.4x_{2}^{(0)}) + 0.4x_{2}^{(0)} = 2.55 + \xi_1^{(2)} + \xi_2^{(2)}, \\
x_{1}^{(0)} &= \frac{h_b}{0.4} - x_{2}^{(0)}.
\end{align*}
\]

where

\[
h_b = -0.25 + \xi_1^{(2)} + \xi_2^{(2)} - 0.4x_{2}^{(0)}.
\]

The result is the obtained system of two equations (19) and (20) in order to assess the win of player 1. If player 1 operates three strategies, corresponding to the three levels of values \( x_{i}^{(0)} \), as, for example, is given in Table 4, the use of this system will determine the win at any arbitrary strategy of player 2, other than the 16 strategies given in Table 4. It is obvious that any strategy \( y^{(2)} \) will be located inside the region of permissible strategies for player 2, assigned by plan \( R=2^4 \) (Table 2).
In a general form, the algorithm for choosing a winning strategy is formed by steps given in Table 6.

![Table 6](complementary_data)

**Table 6**

<table>
<thead>
<tr>
<th>Calculation algorithm for choosing a winning strategy</th>
<th>Calculation formula</th>
<th>Explanation to operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( X^{(l)} = \left{ x_{1}^{(l)}, x_{2}^{(l)}, x_{3}^{(l)} \right} )</td>
<td>Scaling at ( l )-level, ( l=0 )</td>
</tr>
<tr>
<td>2</td>
<td>( y^{(l)} = \sum_{i=0}^{4} a_{i}^{(l)} x_{i}^{(l)} )</td>
<td>Calculation of win for player 1</td>
</tr>
<tr>
<td>3</td>
<td>( x_{n}^{(l)} = 2x_{n}^{(l)} - \left{ x_{n}^{(l)\max} + x_{n}^{(l)\min} \right}, \quad i=1,...,4, \quad r=1,...,R )</td>
<td>Scaling at ( l )-level, ( l=1 )</td>
</tr>
<tr>
<td>4</td>
<td>( y^{(2)} = 2.55 + \xi^{(2)}<em>{1} + \xi^{(2)}</em>{2} )</td>
<td>Construction of general equation for product price of player 1</td>
</tr>
<tr>
<td>5</td>
<td>( a_{i} = -2.8 + y^{(0)} )</td>
<td>Calculation of win for player 1</td>
</tr>
<tr>
<td>6</td>
<td>( z_{i} = a_{i} + \sum_{j=1}^{n} y_{j}^{(i)} )</td>
<td>Construction of general equation for product price of player 1</td>
</tr>
<tr>
<td>7</td>
<td>( h_{0} = -0.25 + \xi^{(2)}<em>{1} + \xi^{(2)}</em>{2} - 0.4 x_{1}^{(2)} )</td>
<td>Choice of permissible strategies, providing for equal opportunities or the win of player 1</td>
</tr>
<tr>
<td>8</td>
<td>( x_{2}^{(2)} = \frac{h_{0}}{0.4} - x_{1}^{(2)} )</td>
<td>Transformation from the scale of level ( l=1 ) to the scale of level ( l=0 )</td>
</tr>
<tr>
<td>9</td>
<td>( x_{s}^{(2)} = 0.5 \left{ x_{s}^{(2)} - \left{ x_{s}^{(2)\min} + x_{s}^{(2)\max} \right} \right} )</td>
<td>Transformation from scale at level ( l=0 ) to natural values ( x_{s}^{(2)} ) is the value for the ( i )-th input variable in the natural form, ( x_{s}^{(2)\min} ) is the value of the ( i )-th input variable in scale at level ( l=0 ), ( x_{s}^{(2)\max} ) is the magnitude of product cost of player 1 in the natural form</td>
</tr>
<tr>
<td>10</td>
<td>( x_{s}^{(1)} = x_{s}^{(2)} x_{s}^{(0)} )</td>
<td></td>
</tr>
</tbody>
</table>

Constraints on the choice of strategies as a preliminary stage of calculations in accordance with the algorithm, given in Table 6, can be defined based on the calculation of the price of the game (Table 5).

### 7. Example of application of the winning strategy selection algorithm

Initial data and the results of scaling at \( l \)-level, required for numerical realization of the algorithm, are given in Table 7.
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**Table 7**

<table>
<thead>
<tr>
<th>Components of product price</th>
<th>Player 1 (s=1)</th>
<th>Player 2 (s=2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y^{(1)} ) in.</td>
<td>( y^{(2)} ) in.</td>
<td>( y^{(2)} ) a.u.</td>
</tr>
<tr>
<td>Scale at level</td>
<td>l=0</td>
<td>Scale at level</td>
</tr>
<tr>
<td>Cost</td>
<td>( x_{s}^{(1)} )</td>
<td>250</td>
</tr>
<tr>
<td>Transportation cost</td>
<td>( x_{s}^{(1)} )</td>
<td>250</td>
</tr>
<tr>
<td>Profit</td>
<td>( x_{s}^{(1)} )</td>
<td>245</td>
</tr>
<tr>
<td>VAT</td>
<td>( x_{s}^{(1)} )</td>
<td>130</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>875</td>
</tr>
</tbody>
</table>

Note: * – the magnitude \( y^{(2)} \) can be determined from the condition of consumer loyalty; it informs player 1 of the product price by player 2.

Based on data from Table 6 on the magnitude \( y^{(2)} \), we determine from equation (15) the values for \( \xi_{1}^{(2)} \) and \( \xi_{2}^{(2)} \) (Fig. 4).
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**Fig. 4. Calculation of \( \xi_{1}^{(2)} \) and \( \xi_{2}^{(2)} \)**

Based on the results \( \xi_{1}^{(2)} = 0.3 \) and \( \xi_{2}^{(2)} = 0.15 \), we derive from formula (23) the magnitude \( b_{0} \), and by substituting it in (22), we determine the lower and upper limit of opportunities for player 1 (Fig. 5).

![Fig. 5](complementary_data)

**Fig. 5. Ratios between \( x_{1}^{(1)} \) and \( x_{1}^{(2)} \) for player 1, which ensure its equal opportunities with player 2. Dashed lines show the constraints imposed by the ranges of input variables (Table 1)**
Whatever the value for \( y^{(2)} \), the range of permissible solutions for player 1 will be located inside the selected range shown in Fig. 5. When substituting a value for \( x_1^{(0)} \) from Table 6 in equations (22) and (23), the result is the linear dependence in form (23) at selected initial data. The corresponding graph is shown in Fig. 6 in green.

The resulting graph makes it possible to determine the magnitude by which player 1 should decrease the values for input variables in order to equalize its chances with the player having advantages for price by \((-0.5\) units. Fig. 6 shows that, in theory, there are two possible ways (shown in Fig. 6 in green dashed lines):

- by reducing at the same time and by equal magnitude the values for \( x_1^{(0)} \) and \( x_3^{(0)} \); in this case, this magnitude is 0.884; geometrically, this means the movement along a normal from the initial point at coordinates \( (x_1^{(0)}, x_3^{(0)}) = (0.2, 1) \) to the line of equal opportunities;
- by not altering the magnitude \( x_3^{(0)} \) and reducing only the magnitude \( x_1^{(0)} \).

The second variant seems more realizable in practice, because it is almost impossible to change the magnitude \( x_3^{(0)} \).

It should be noted, however, that if the problem is solved relative to variables \( x_1^{(0)} \) and \( x_3^{(0)} \) at constant \( x_2^{(0)} \), the first path is preferred. This is due to the fact that player 1 gets more opportunities in terms of variation – both the transportation costs and the size of profit.

8. Discussion of results of applying the algorithm for choosing winning strategies

8.1. Special features of the obtained solutions, their advantages, and statement of constraints

The obtained results make it possible to approach the problem on choosing the optimal strategies in two ways. The first implies, based on using the derived regression equations of the general form (6), assessing the actual opportunities of player 1 if player 2 creates benefits in the form of a lower price for the product. For example, it follows from Table 5 that player 1, theoretically, has a chance if not to win, then at least nullify its loss, under the most adverse strategies by player 2.

To do this, it can operate its three strategies if player 2 applies strategies with 1 to 15. A rough quantitative assessment of this possibility can be obtained if one builds a mathematical model in the space of factors (s1–s2), describing the impact of players’ strategies on the win by the first player (2). Based on this model, one could resolve the optimization problem on choosing such a strategy for player 1, which would maximize its win. The solutions, to be derived, could also indicate the region of permissible strategies if one varies the input variables \( x_1 \) and \( x_2 \) as follows: \( s_1=1; 3, s_2=1; 15 \). Normalization of these values can be done by analogy to (4). A procedure to build the model and a technology to solve the optimization problem can be implemented similar to the selection method [32].

- the model is represented in the form of a second-degree regression polynomial \( z=f(s_1, s_2) \), whose coefficients’ estimates are calculated based on known formulae for central orthogonal composite plans,
- optimal solutions are searched for at the intersection of a response surface and the surface of constraints generated by the experiment plan, and graphically represent the ridge lines of minima and maxima assigned in the parametric form.

The solution obtained are shown in Fig. 7–10.
constructed in this case, are universal as well, as they are of its type or natural cash value. The regression equations, a dimensionless estimation of product pricing, regardless of its form and in Fig. 10 in the natural form. Based on Fig. 10, one can select a region of acceptable strategies for player 1. For example, it follows that strategy 3 for player 1 is not acceptable. Its choice is limited to strategies that are close to strategy 2 (a profit is chosen near its average value) or strategy 1 (a profit is chosen near its minimum).

When carrying out the numerical estimation of opportunities for player 1 based on the proposed algorithm, it can consider various alternatives for selecting strategies. The results, obtained in this case analytically, resolve the issue related to the quantitative adjustments of pricing components. In this case, the universality of the obtained solutions is very important, ensured by the introduction of the $l$-level scale. In particular, such a representation makes it possible to perform a dimensionless estimation of product pricing, regardless of its type or natural cash value. The regression equations, constructed in this case, are universal as well, as they are based on the orthogonal plans in the planning region, which is guaranteed to cover the actual values for the components of pricing. The latter is ensured by the wide ranges of varied factors $[0.2; 1]$ for transportation cost, profit, and VAT, as well as a wide range of product cost for player $2 - [0.5; 1]$ in the natural form, reduced to the product cost of player 1.

All this predetermines advantages of the proposed solutions, though we should note considerable constraints imposed on them. The constraints relate to two components:
- accuracy of quantifying the pricing components for player 2;
- taxation regularities in international cargo transportation.

The first limitation can be considered to be a shortcoming of this study because it is not possible to accurately determine magnitudes $\xi^i$ and, therefore, $\bar{\xi}^i$. These magnitudes can only be determined applying some interval estimates. Therefore, there is reason to consider them to be fuzzy magnitudes, introducing the notion of uncertainty in the assessment of input variables $\xi^i$. In this case, they must be described by the membership functions while optimal solutions must be found by using methods of fuzzy mathematics [33]. Such solutions should be regarded as a prospect for the further development of this study, they are possible in principle, as they are in the plane of the formalized representation of the problem. The situation with the second component of constraints is much more difficult. To account for them, a detailed analysis is needed in the aspect of legislative regulation of international cargo transportation. This is due to the fact that the magnitude of transportation costs and a possibility for VAT reimbursement depend on the directionality of transportation. That makes it important to consider the fundamentals of taxation when importing goods to the EU and when goods are exchanged within the EU.

8.2. Constraints imposed by features of importing the goods

Movement of goods China – EU, United States – the EU. If goods are imported into the EU from outside the EU (for example, from China, Russia, the United States, or another country that is not in the EU), there is an import of goods to the EU.

When importing goods, VAT is paid at the rate of the country, which will perform customs clearance of the goods. In addition to VAT, a corresponding customs duty is paid.

The size of customs duties is determined based on a uniform, adopted in the European Union, nomenclature, and depends on several factors, primarily on the type of product, where it was made, or where from the goods are supplied (country of origin). Thus, there is always the possibility to determine in advance the possible costs associated with customs payments.

It is worth noting that the rate of customs duties in the EU is uniform while the VAT rate is different in each country. It is also a significant factor when planning commercial profitability of business activities. It should also be noted that companies that have the EU registration as VAT payers can claim the return of VAT paid, that is, the fact of customs clearing could be a base for VAT reimbursement. Some EU countries have regulations, according to which customs procedures can be performed without paying VAT, which means it cannot be reimbursed. At the same time, customs duties are payable on a mandatory basis, except in cases where the duty rate is 0.
Especially important is the following aspect. VAT reimbursement is possible only in cases when a company is registered as a VAT payer. The European Union created a single registry of companies that are VAT payers [34] (Table 8).

<table>
<thead>
<tr>
<th>Country</th>
<th>Code</th>
<th>Reduced rate</th>
<th>Standard rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>BE</td>
<td>6/12</td>
<td>21</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>BG</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>CZ</td>
<td>10/15</td>
<td>21</td>
</tr>
<tr>
<td>Denmark</td>
<td>DK</td>
<td>–</td>
<td>25</td>
</tr>
<tr>
<td>Germany</td>
<td>DE</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>Estonia</td>
<td>EE</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>Ireland</td>
<td>IE</td>
<td>9/13.5</td>
<td>23</td>
</tr>
<tr>
<td>Greece</td>
<td>EL</td>
<td>6/13</td>
<td>24</td>
</tr>
<tr>
<td>Spain</td>
<td>ES</td>
<td>10</td>
<td>21</td>
</tr>
<tr>
<td>France</td>
<td>FR</td>
<td>5.5/10</td>
<td>20</td>
</tr>
<tr>
<td>Croatia</td>
<td>HR</td>
<td>5/13</td>
<td>25</td>
</tr>
<tr>
<td>Italy</td>
<td>IT</td>
<td>5/10</td>
<td>22</td>
</tr>
<tr>
<td>Cyprus</td>
<td>CY</td>
<td>5/9</td>
<td>19</td>
</tr>
<tr>
<td>Latvia</td>
<td>LV</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>Lithuania</td>
<td>LT</td>
<td>5/9</td>
<td>21</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>LU</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>Hungary</td>
<td>HU</td>
<td>5/18</td>
<td>27</td>
</tr>
<tr>
<td>Malta</td>
<td>MT</td>
<td>5/7</td>
<td>18</td>
</tr>
<tr>
<td>Netherlands</td>
<td>NL</td>
<td>6</td>
<td>21</td>
</tr>
<tr>
<td>Austria</td>
<td>AT</td>
<td>10/13</td>
<td>20</td>
</tr>
<tr>
<td>Poland</td>
<td>PL</td>
<td>5/8</td>
<td>23</td>
</tr>
<tr>
<td>Portugal</td>
<td>PT</td>
<td>6/13</td>
<td>23</td>
</tr>
<tr>
<td>Romania</td>
<td>RO</td>
<td>5/9</td>
<td>19</td>
</tr>
<tr>
<td>Slovenia</td>
<td>SI</td>
<td>9.5</td>
<td>22</td>
</tr>
<tr>
<td>Slovakia</td>
<td>SK</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Finland</td>
<td>FI</td>
<td>10/14</td>
<td>24</td>
</tr>
<tr>
<td>Sweden</td>
<td>SE</td>
<td>6/12</td>
<td>25</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>UK</td>
<td>5</td>
<td>20</td>
</tr>
</tbody>
</table>

### Turnover within the EU (movement of goods EU–EU)

At turnover of goods within the EU, there is a possibility to apply a 0 % VAT rate in accordance with EC Directive 2006/112/EC. However, it must be remembered that the use of a 0 % tax rate is possible only subject to certain conditions:

1. Goods must go from one EU country to another EU country.
2. The seller must have a VAT registration in the country wherefrom the goods are dispatched.
3. The buyer must have a VAT registration in the country where the goods are supplied to.

Compliance with the specified conditions makes it possible to deliver goods within the EU without unnecessary tax burden.

### Income tax (profit tax)

Another important aspect of taxation in the context of commercial activities is the issue related to corporate income tax.

In different EU countries, the rate of this tax, and the tax system itself, can differ greatly. The inclusion of this tax to the product cost may affect its selling price, as an entrepreneur must add all the extra fees and associated costs to the product cost. These include, for example, the cost of logistics, storage, etc.

In many ways, a product selling price when selling within the EU countries, from a standpoint of its price competitiveness, could be affected by the optimization of the income tax as a result of the use of a corporate structure, registered in a particular jurisdiction (Table 9).

<table>
<thead>
<tr>
<th>Country</th>
<th>Tax rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>25 %</td>
</tr>
<tr>
<td>Belgium</td>
<td>29 % (25 % as of 2020)</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>10 %</td>
</tr>
<tr>
<td>Croatia</td>
<td>18 %</td>
</tr>
<tr>
<td>Cyprus</td>
<td>12.5 %</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>19 %</td>
</tr>
<tr>
<td>Denmark</td>
<td>22 %</td>
</tr>
<tr>
<td>Estonia</td>
<td>Company income is not taxed until profits are distributed. 20 % – only when profits are distributed as dividends.</td>
</tr>
<tr>
<td>Finland</td>
<td>20 %</td>
</tr>
<tr>
<td>France</td>
<td>33.3 % (36.6 % exceeding €3.5M, 15 % below €38)</td>
</tr>
<tr>
<td>Germany</td>
<td>From 22.825 % to 32.925 % depending on municipality</td>
</tr>
<tr>
<td>Greece</td>
<td>29 %</td>
</tr>
<tr>
<td>Hungary</td>
<td>9 %</td>
</tr>
<tr>
<td>Italy</td>
<td>27.9 %</td>
</tr>
<tr>
<td>Latvia</td>
<td>Company income is not taxed until profits are distributed. 20 % – only when profits are distributed as dividends.</td>
</tr>
<tr>
<td>Liechtenstein</td>
<td>12.5 %</td>
</tr>
<tr>
<td>Lithuania</td>
<td>15 %</td>
</tr>
<tr>
<td>Netherlands</td>
<td>From 20 % to 25 %</td>
</tr>
<tr>
<td>Norway</td>
<td>23 %</td>
</tr>
<tr>
<td>Poland</td>
<td>19 %</td>
</tr>
<tr>
<td>Portugal</td>
<td>21 %</td>
</tr>
<tr>
<td>Slovakia</td>
<td>22 %</td>
</tr>
<tr>
<td>Slovenia</td>
<td>22 %</td>
</tr>
<tr>
<td>Spain</td>
<td>25 %</td>
</tr>
<tr>
<td>Sweden</td>
<td>22 %</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>19 %</td>
</tr>
</tbody>
</table>

### Other types of taxes

It should be noted that the issues related to business process optimization should also take into consideration the time of distribution of company’s profits in favor of its legal owner or a beneficial owner (beneficiary). The rates of such taxes vary depending on the country of residence of the beneficiary and must take into consideration the tax liabilities in connection with the application of international agreements on the avoidance of double taxation.

Because there are no unified tax rates in the EU, an entrepreneur who wishes to conduct business in the territory of the EU must very carefully address the issue of tax optimization of business processes in the context of the planned activity. Proper tax planning and knowledge of important aspects of taxation will make it possible not only to reduce a product selling price, but to also gain a competitive advantage for the business in general. All this, along with taking into consideration the features of logistics in international commerce.
transportation (technical-organizational, technological, financial, and economic, legal), can be considered a prospect for the further advancement of this study.

9. Conclusions

1. To assess the price of a product in the system “supplier – consumer”, the notion of the level scale could be introduced. Under such representation, a dimensionless estimation of product pricing becomes possible, regardless of its type or natural cash value. The price of a product includes 4 basic components: cost, transportation cost (total cost of delivery), profit, value added tax (VAT). At level $l=0$, scaling represents a transformation of actual values for each component of pricing in the range [$0; 1$]. In this case, the range of values for the output variable corresponds to $[0; 4]$. At level $l=1$, scaling represents the normalization of values for each pricing component that were pretreated with scaling at level $l=0$, thus to convert these values into the range of $[-1; +1]$

If relations between supplier 1 and supplier 2 are to be represented by the concepts from the theory of strategy games, then, to calculate the win of player 1, one can apply universal regression equations. In this case, a matrix of the game is formed in the following way: player 2 has 16 strategies, in accordance with the plan of a full factorial experiment $N=2^4$, player 1 has three strategies, each of which is formed as the maximally possible magnitude of win at three levels of variation in the magnitude of its profit. A maximally possible magnitude of the win is calculated as the difference between a product price from player 2 and that from player 1, and player 1 has 8 strategies, in accordance with the plan of a full factorial experiment $N=2^3$. A special feature is that the value for the win in the game’s matrix is defined by the solution to the optimization problem based on the regression equation that describes the impact of transportation cost, profit, and a value-added tax (VAT) on the price of the game. In this case, there are only locally optimal solutions derived at the boundary of the planning region, because regression equations are linear.

The obtained regression equations are universal, as they are based on orthogonal plans in the planning region, within which the actual values for the components of pricing are guaranteed. The latter is ensured by the wide ranges of varied factors $[0.2; 1]$ for transportation costs, profits, and VAT, as well as by a wide range of product cost for player 2 – $[0.5; 1]$ in the natural form, reduced to the product cost of player 1.

The proposed variant of the game description showed that we can argue about the game with a saddle point and the net price of the game $z = -0.5$. Given that such a variant cannot suit player 1, it must seek, if not to win, then at least to nullify its loss, under the most adverse strategies of player 2. To assess this possibility, a mathematical model was built in the space of factors – strategies of player 1 and player 2 – an output variable in which is the win of player 1. Based on this model, the optimization problem was solved, which made it possible to establish that the strategy, implying the maximum magnitude of profit under conditions of a lower price offered by player 2, is not acceptable for player 1. Its choice is limited to the strategies that are close to alternative ones, when profit is chosen near its average value or a profit is chosen near its minimum.

2. A predictive model of strategic opportunities for a competitor in the system “supplier – consumer” is a universal regression equation, on whose basis it is possible to quantify the components of product pricing for player 2. This makes it possible, by using the obtained system of universal equations for player 1, to adjust the price of its products based on the magnitude of transportation costs and profits, or on the magnitude of transportation costs and VAT. Quantitatively, it is performed in such a way as to nullify the advantages of a competitor. It is shown that the constraints for the obtained solutions are linked to two factors: an assumption about the accuracy in determining pricing components for player 2 and the existence of taxation patterns in international cargo transportation.
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