1. Introduction

The quality of services in the telecommunication network is largely determined by algorithms of routing, data flow control and functioning under congestion conditions. Different routing methods, static or dynamic, local or centralized, deterministic or stochastic, try to direct messages from the source to the destination, so that:

- data delay in the network should be minimal;
- data traffic control should ensure avoidance or minimizing the appearance of congestion.
A telecommunication network is a totality of resources that are used by competing users [1–3]. Resources of such networks can be divided into two main classes:
- main: buffer memory, throughput, processing time;
- side: name space, table entries, logical channels, etc.

The totality of resources has limited (finite) capabilities that cause appearance of conflicts between the users of a system. These conflicts can cause a decrease in system performance to such a point when a system becomes «noisy». The reason for this «noisiness» is repeated duplication of data and a sharp increase in technological controlling information. As a result of it, the throughput decreases significantly, perhaps, to the zero mark. This is a typical behavior of «competing» system [3–6]. Such a situation can lead to the collapse of a network.

Networks cannot service the entire proposed traffic without some control. There should be the rules that govern external traffic and flow coordination within a network.

There are several definitions of congestion, which, however, do not contradict one another. We will use the following definition [7–9]: «congestion is a data loss by a user, caused by an increase in load in the network».

Therefore, congestion control can be determined as a set of the mechanisms that prevent or reduce such decline. If a network does not prevent a loss of user’s data, you need to try to maximally limit the losses, and, in the future, try to be fair to all users who suffered.

Congestion has a significant impact on key performance indicators of a telecommunication network and users’ service quality. The above determines the relevance and the need for research in this direction.

2. Literature review and problem statement

Papers [10, 11] considered the RED method of dealing with congestion, which is used in the TCP (Transmission Control Protocol) of the Internet. The expanded classification of the methods and algorithms for dealing with congestion that are used today was proposed. The characteristics of algorithms were described, advantages and disadvantages of their use under certain conditions of network operation were determined. However, the mentioned papers [10, 11] are, to a certain extent, reviewing in nature. They do not present quantitative comparative estimates of efficiency/complexity of the RED method and other techniques, including Tail Drop, WRED (weighted random early detection), etc. In addition, the analytical materials concerning the traffic distribution by the types of packets are not given.

Articles [8, 12] studied the TCP Veno algorithm. The algorithm is quite common for fighting congestion and is able to work effectively in both wired and wireless networks. It is known that the algorithm of TCP Veno was created for wireless networks with a high share of lost packets. It tries to separate the losses, not related to the congestion so as not to include the algorithms of combating congestion where it is not required. Meanwhile, the method of recognition of the nature of losses by the algorithm TCP Veno, in fact, is quite trivial (a linear classifier). It is not mentioned in articles [8, 12], obviously, because of the impossibility of detailed analysis due to the lack of sufficient statistics of large volume.

Paper [4] deals with the method to prevent congestion by increasing the amount of memory of input buffers. However, the problem of Bufferbloat was not analyzed in this paper.

At an increase in the amount of buffer memory, the number of unprocessed packets increases, and, what is more, so does waiting time for their processing. This can lead to exceeding the permissible norm of timeout duration, leading to a further decrease in useful throughput of a network. Usually, this can cause the avalanche process: bufferbloat causes the loss of packets that will have to be transmitted again or even several times. Thus, the computation node of the router-sender receives the excessive parasitic load, which can lead to an increase in negative consequences associated with congestion.

An important role in data flow control and congestion prediction, as well as in evaluating and optimizing key performance indicators of telecommunication networks is played by the indicators of sensitivity of complex systems. In the fundamental research [13], the category of sensitivity of a complex system as a mathematical indicator was determined and logarithmic sensitivity functions were proposed. However, at a high degree of abstraction and strictness of the mathematical apparatus, paper [13] does not provide the approaches to use of sensitivity function as a tool for applied analysis of technical systems.

In articles [14, 15], the advisability of using the mathematical apparatus for analysis of sensitivity of complex systems in the problems of congestion control in computer telecommunication networks was substantiated. The results, presented in publications [14, 15], act as recommendations of a general nature. Following them, of course, it is possible to develop specific methods of dealing with congestion, but it requires new unconventional approaches to the solution of the problem as a whole. One of such approaches is the use of artificial intelligence methods. First of all, these are neural networks of improved architecture with explicit and hidden layers and current optimization of parameters by results of learning through back error propagation.

Article [16] examined the ways and methods for determining sensitivity of output characteristics of telecommunication networks as systems of mass service. These methods are based on the models of queue control for the adaptation of the controlled access of external traffic to the system in order to obtain the expected limits of performance.

Papers [14, 15] do not specify the definitions of the functions of sensitivity of a telecommunication network and the methods of their identification in network control systems with explicit or indirect feedback.

In article [16], models and methods for queue control are based on the functions of sensitivity of output characteristics of telecommunication networks as systems of mass servicing. However, the asymptotic characteristics of sensitivity functions are not determined. In addition, the expression in a closed form for the functional or statistical connection of parameters of sensitivity functions and corresponding parameters of the queue control system were not obtained.

Study [17], focusing on the control of the telecommunication network congestion, proposed the algorithm of active distribution of attempts of simultaneous access to a slot with a uniform time distribution. This approach is fair for the Least Favorable Distribution (LFD) of a request flow. In modern telecommunication networks, distributions of request flows are far from uniform, so obtained asymptotic estimates will lead to unrealistically optimistic conclusions. Realistic estimates can be obtained when applying neural network models, which must adapt to load jumps and variations of probabilistic distributions of request flows. In this work, an attempt to solve these problems was made.
3. The aim and objectives of the study

The aim of this study is to improve and to develop the method for control and prediction of congestion in the telecommunication network with the use of explicit feedback by the sign of the function of sensitivity of network performance.

To achieve the set aim, the following tasks were solved:
- to analyze the methods for congestion detection based on the control of quantitative value of the length of a queue on the side of the receiver, to identify their advantages and disadvantages;
- to develop and substantiate the circuit multi-step prediction of the queue state and congestion threat based on the neural model;
- to develop the algorithm of neural network learning and of the formation of the feature of network congestion.

4. Control of congestion and multi-step prediction of the state of telecommunication network

4.1. Congestion control based on a queue length indicator

The most effective methods and algorithms for congestion control are implemented based on the explicit feedback principle [1, 2, 16].

One of the most common ways of data flow control by the feedback principle is binary bit control [18, 19]. Feedback is implemented between the nodes, through which each separate session of information exchange is performed. We will note that the feedback circuit can be implemented between two adjacent nodes or between two end nodes, between which there are some transit nodes along the information exchange route (end-to-end control).

The network provides binary indication about whether there were congestions or threats of their occurrence during connection. The value of «0» of the congestion indicator is set in the header of the packet by a data source, that is, on the side of the node-sender. Any node along the path can set (or prove) the value of congestion bit in a packet as «1» to indicate the existence or a congestion threat in this node. The end system (node-receiver) controls the bits of congestion of received packets and returns a feedback message to the source with the information about the existence of congestion. If a feedback message reports on the absence of congestion, the information source increases the input traffic (rate of packet receiving, data stream) – additive feedback.

If the feedback message reports on the existence or the threat of congestion, the input traffic from the information sources decreases – multiple (multiplicative) feedback.

The detection and indication of congestion based on a queue length is a simple and commonly used feedback-based circuit of information flow control (Fig. 1).

At the simultaneous implementation of $S$ of information processes (datagram way of transmission), the packets $D_1...D_S$ from source $S$ arrive at appropriate service queues, from which enter the queue of destination node through the circuits of packet delivery $SPD_1...SPD_S$. The generator of congestion indicator (GCI), based on the information about the state of queue $N(t)$, provides the data on the existence or a threat of congestion $f(t)$ to the end user or the transit node.

The congestion state is traditionally determined by the queue length $G(t)$ in a transit communication node or at the destination of the final data recipient at moment $t$. When a queue length reaches a preliminarily determined boundary value $Q$, the packets that pass through the queue will have an indication bit that is set in the state «congestion confirmed».

The main advantage of the queue-based circuit is its low complexity, because the absolute queue length can be controlled using one counter. However, this method is not effective when using the method of control of network segments with transit nodes of information transmission. Using one congestion bit for the whole segment does not make it possible to localize the congestion place with the precision to a node. This method can create long queues in network nodes and cause a great delay of feedback information. Detection of the created congestion should be delayed for the time, required to create the queue. Similarly, the identification of the congestion decision is also delayed for some time needed to process the queue. To control «additive increase/multiple decrease» in the source rate, we have:

$$R(t+1) = \begin{cases} R(t) + F^* & G(t - t_d) < Q, \quad E(t - t_d) > 0, \\ F R(t), & G(t - t_d) \geq Q, \quad E(t - t_d) \leq 0, \end{cases}$$

(1)

where $R$ is the rate of filling the queue at the entrance of destination node; $F^* > 0$ is the factor of additive increase; $0 < F < 1$ is the factor of multiple decrease; $E(t - t_d) = Q - G(t - t_d)$ is the error function; $t_d$ is the time of delay of transmission of the state of congestion queue to the source.

4.2. Neural network model for congestion detection

Let us consider the circuit of congestion control with feedback by the sign of sensitivity of the function of system performance. A sign of sensitivity of performance provides the optimal direction to adjust the data source rate [15]. The proposed circuit for determining the sensitivity function uses a simple neural network model of dynamic system.

Neural networks are mathematical structures, capable to self-learning on the basis of external information [20].
Let the dynamics of a service system be expressed with the following input-output equation:

\[
G(t + 1) = f \left[ G(t), G(t - \tau), ..., G(t - m\tau), R(t) \right], \quad i = 1, 2, ..., L \tag{2}
\]

where \( G(t) \) is the scalar output: the queue length or service delay at the moment of time \( t \); \( R(t) \) is the scalar input: instantaneous rate of the queue at the input at moment \( t \); \( f[.\] \) is the unknown function, evaluated with the help of neural network; \( i, m \) are, respectively, orders \{N(t), R(t)\}; \( \tau \) is the period of time counts, period of clock frequency of the system.

The aim of the algorithm of optimal control is the selection of control signal \( R(t) \) so that the output of system \( G(t) \) should meet as much as possible the characteristics set beforehand \( Q(t) \) (as a rule, \( Q(t) = Q = \text{const} \)). Sequential-parallel neural network model [16] of the unknown system (2) can be represented as:

\[
G^*(t + i\tau) = f^{-1}[G(t), ..., G(t - i\tau), R(t), ..., R(t - m\tau)], \quad i = 1, 2, ..., L \tag{3}
\]

where \( G^*(t+i\tau) \) is the output of the neural network; \( f^{-1} \) is the evaluation of function \( f \); \( L \) is the prediction horizon.

Fig. 2 shows the circuit of multi-step prediction of the queue state based on neural network.
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If the neural network is set up to track the dynamics of the system and shows that the quadratic error:

\[
[G(t + i\tau) - G^*(t + i\tau)]^2 = \varepsilon \tag{4}
\]

is insignificant, it is considered that the \( i \)-th step corresponds to the system output predicted beforehand (2). As a result, a controlling signal can be selected so that \( G^*(t + i\tau) \) should be as close to \( Q \) as possible.

We will determine the cost function as objective function of existence of congestion as follows:

\[
J = \frac{1}{2} \varepsilon^2(t + i\tau) = \frac{1}{2} \left[ Q - G^*(t + i\tau) \right]^2, \quad i = 1, 2, ..., L \tag{5}
\]

Control signal \( R(t) \) (that is, the rate of data source) must be selected so as to minimize \( J \). In the discrete case, the controlling variable is updated according to the following rule of gradient descent:

\[
R(t + \tau) = R(t) + \Delta R(t) = R(t) - \eta \frac{\partial J}{\partial R(t)}, \quad \eta \text{ is the size of control pitch}, \tag{6}
\]

where \( \eta \) is the size of control pitch.

Obviously, the weakest assumption for characteristics of the loss function, which enables using these methods, is the unimodality of the loss function. For actual telecommunication systems and networks this assumption is fairly realistic [8, 22].

You can see that to determine the appropriate control signal, the process of minimizing (6) is based on the approximation made by a neural network. Therefore, it is necessary that \( G^*(t + i\tau) \) should approximate to the output of the actual system \( G(t + i\tau) \) asymptotically. This can be achieved by supporting the neural network learning online.

Differentiating (5) for function \( R(t) \), we obtain:

\[
\Delta J(t) = \frac{\partial J}{\partial R(t)} = -\varepsilon(t + i\tau) \frac{\partial G^*(t + i\tau)}{\partial R(t)}, \quad i = 1, 2, ..., L \tag{7}
\]

where expression \( \frac{\partial G^*(t+i\tau)}{\partial R(t)} \) is known as sensitivity or gradient of the system [7, 13].

Substituting (7) into (6), we obtain:

\[
R(t + \tau) = R(t) + \varepsilon(t + i\tau) \frac{\partial G^*(t + i\tau)}{\partial R(t)}, \quad i = 1, 2, ..., L. \tag{8}
\]

Gradient of the system can be analytically evaluated using the known structure of the neural network [20].

Expression (6) can be represented as:

\[
R(t + \tau) = R(t) - \eta \text{sgn}[\Delta J(t)], \quad \text{sgn}[\Delta J(t)] \text{ denotes sign } \Delta J(t) \text{ (that can be positive or negative).}
\]

Thus, we can conclude that (7) implements the rule of control of additive increase/ multiple decrease in the source rate. Therefore an attractive alternative to the circuit of congestion indicator generation, based on the threshold queue filling is the algorithm of additive increase/multiple decrease. The algorithm determines the change in the rate of data source \( R(t) \), depending on the sign of sensitivity of performance indicator \( \Delta J(t) \). That is, congestion indicator \( B(t) \) is formed depending on the gradient of system \( \Delta J(t) \) at time moment \( t \):

\[
B(t) = \begin{cases} 0, & \text{if } \Delta J(n)<0, \\ 1, & \text{if } \Delta J(n) \geq 0. \end{cases}
\]

The value of \( \Delta J \), computed using formula (7), gives the optimal direction to adjust the source rate. In short, only the sign, but not the value of \( \Delta J \) matters in this case. The circuit of the regulation of the input data stream (packets reception rate) using the neural network for analyzing sensitivity is shown in Fig. 3.

Current values of the rates of regulated input flows \( R_1(t), ..., R_L(t) \) enter the input layer of the neural network HM.

Based on analysis of values \( R_1(t), ..., R_L(t) \) and the current value of the length of network queue \( G(t) \), the output layer of
neural network tracks down the magnitude of deviation $\Delta f$ of objective controlled function $f$ (existence or congestion threat). The sign of deviation magnitude $\text{sgn}(\Delta f)$ is taken into account by the destination node during formation of the feedback signal.

\[
\Delta J(t) = \frac{\partial f}{\partial R(t)}.
\]

Formation of congestion indicator:

\[
B(t) = \begin{cases} 1, & \text{if } \Delta J \geq 0, \\ 0, & \text{other.} \end{cases}
\]

Step 3: Computation of gradient function:

\[
\Delta J(t) = \frac{\partial f}{\partial R(t)}.
\]

Step 4: Using the expression:

\[
\frac{\Delta w_j^{(p)}}{\Delta t} = -\left[G^*(t) - G(t)\right]\times \\
\delta \tau \tau \left(t-\tau\right) x_j^{(p)}(t-\tau) + \\
\gamma \Delta x_j^{(p)}(t-\tau)
\]

\[
w_j^{(p)} = w_j^{(p)} + \Delta w_j^{(p)}(t)
\]

\[p = p_1, p_2, \ldots, 1; \ i = 1, 2, \ldots, m_{i-1}; \ j = 1, 2, \ldots, m_{p-1}.
\]

$\beta$ is the rate of neural network learning; $\gamma$ is the constant pulse of neural network.

Step 5: The following interval: $t \rightarrow t+\tau$. Proceed to step 1.

Note: Steps 3 and 4 can be performed in parallel.

We will determine the following performance indicators for modeling, where $T$ is the time to perform modeling:

- $G_{\text{max}} = \max(G(t); 0 \leq t \leq T)$. Maximum value $G(t)$ displays the buffer size, which is required in a narrow place to avoid the packet loss;
- average time $\langle f \rangle$ to reach the queue size and the source rate:

\[
f = \frac{1}{T} \int_{0}^{T} f(t)dt;
\]

- variance $\sigma^2(f)$ of the queue size and source rate:

\[
\sigma^2(f) = \frac{1}{T} \int_{0}^{T} [f(t) - \langle f \rangle]^2 dt.
\]

Let us make a comparative analysis of efficiency of controlling circuits for congestion detection based on the function of sensitivity of telecommunication network productivity. Consider one connection with the following set of parameters:

- peak rate of source $R_{\text{max}}=100$ packets/time unit, time unit time $\tau=0.25$ ms, minimum rate $R_{\text{min}}=100$ packets/time unit, coefficient of additive increase $F = R_{\text{max}}/16$, coefficient of multiple decrease $F = 15/16$. Congestion threshold is set at $Q=500$ packets.

Consider the rounding delay from 6 time units – 6$\tau$. Two bottlenecks can be taken into account in the study:

- sinusoidal integer $[35(1+\sin(2\pi \tau t))=10]$ packets/time unit;
- random (maximum value of 80 packets/time unit).

The architecture of the neural network is as follows:

3-layer neural network (8 inputs, 8 input neurons, 8 hidden neurons, 8 hidden neurons)
neurons, 1 output neuron); the order of queue length is 3; the order of the rate of queue filling is 3. To determine the state of the bottleneck of the queue, two different prediction horizons are considered in this study: prediction step 1 and 3.

A short list of modeling results is shown in Table 1, where $G_{\text{max}}$ and $R_{\text{avw}}$ denote time average queue size and source rate.

<table>
<thead>
<tr>
<th>List of modeling results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Approach</strong></td>
</tr>
<tr>
<td>Queue-based</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Gradient: 1-Step</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Gradient: 3-Step</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Modeling results, presented in Table 1, show that the magnitude of the queue and fluctuations in the source rate are smaller for the circuit, which is controlled based on sensitivity function than for the circuit that is controlled based on the queue analysis. Sensitivity-based circuit with the three-step prediction of state provides better productivity than the corresponding circuit with one-step prediction. This is because for a three-step prediction, the delay of controlling feedback signals (that is, congestion indicators), received in the data source from a network queue, is insignificant. That is, the congestion indicator more closely reflects the network conditions implying the process. In the feedback-based load control circuits with considerable delays in the distribution, control signals received in the sources can be out of date. For feedback control, they come into action within the network after some delay control. It means that it will be possible to predict more accurately the queue state with a significant delay.

Thus, the disadvantage of the queue state prediction is that with the more delay we make predictions, the harder it is to get predictions of admissible errors.

The queue-based circuit is more sensitive to changes in the queue service rate than for the sensitivity-based circuit. It should be noted that in the queue-based circuit at a significant decrease in the queue service rate within a certain period of time, the queue size grows extensively beyond previously observed values. An increase in the queue size is steadier under the same conditions for sensitivity-based circuits. The value of difference gives an idea of the magnitudes observed.

To minimize the errors in the network state prediction, it is necessary to follow the obvious rule: the delay in delivery of official and customer information must be of the same order with the time of reaction of a switching node. The problem of accurate determining of delays and the time of reaction, development of the methods for delay regulation, depending on the state of the network load and reaction time of switching nodes is by no means trivial. Its complete solution, specifically, with obtaining quantitative estimates, requires thorough research of theoretical and practical nature. Certain aspects of this problem were considered in some previous research of the authors of [4, 15].

### 5. Discussion of results of studying the method of control and prediction of network congestion

In this work, the neural network was applied to control the congestion of the telecommunication network as a complex system with random delays of service (management) and user information. Unlike the traditional systems of congestion control by the changes of state and parameters of queues, the proposed system operates by optimal algorithms of configurations of weight parameters. This increases the accuracy of determining control signals, decreases the influence of their delays and, as a result, minimizes average consumption of resource.

Examining the neural network as a system of control of telecommunication network, the assumption about the used neural network belonging to the class of dynamic neural networks is made by default. In fact, this is a static neural network, which introduces a feedback through an element of one-bit delay. This assumption for the packet telecommunication networks is rather logical.

In addition, gradient of functional is minimized by the vector of weight coefficients of a neural network. This gradient is considered as a set of gradients by matrices of weight coefficients of individual layers. In this case, it turns out that the results of calculation by the matrix of weights of the above lying layer can be essentially used to calculate the gradient by the matrix of weights of below lying layer. Thanks to the proposed architecture of the dynamic neural network, firstly, the current process of selection of optimal weight coefficients is accelerated considerably, and, secondly, the procedure of network self-learning using the method of back error propagation is simplified.

To construct the optimal algorithms of configuration of neural network parameters, it is necessary to calculate separately both the gradient of vector output of neural network, and the gradient of functional by the vector of discrepancy. Calculation by the vector of discrepancy causes no especial difficulties. Calculation of the gradient of the vector output of the neural network can be made by using the method, which is close to the method of inverse error distribution. However, in this case, it is necessary to carefully control the values of the roots of characteristic polynomial of the dynamic neural network, which requires additional computation resource.

It is possible to show that the expression for the gradient of network output for the vector of weight coefficients of the $i$-th layer is represented in the form of a rectangular matrix. At the same time, it is known that gradient takes the simplest form in the case of a square matrix of weight coefficients. It is proposed to calculate the comparative estimates of the required calculation volume during rotation of square $N \times N$ matrix and at pseudo-rotation of square $N \times L$ matrix for asymptotic estimation of the tendency of increasing computational complexity at the deviation of the form of the matrix from the square one.

Obtaining (through computation or by computer simulation) of asymptotic estimates of computational complexity of the proposed method will make it possible to obtain potential characteristics of a control system. It offers good prospects of a systemic solution to the problem of optimal control of a telecommunication network. In this case, it is necessary to take into account that deriving expressions in a closed form
and corresponding calculation expressions can be associated with cumbersome, although quite simple calculations. In turn, the computer simulation requires significant computational capacities. It seems that this problem can be solved in a quite powerful computational center, for example, in the computational center of a leading communication operator.

6. Conclusions

1. The problem of congestion detection based on the control of the quantitative value of the queue length is that the congestion detector can indicate only the existence of congestion by the connection, but not the location or the causes of congestion. In addition, an attempt to fight congestion by a simple increase in the buffer capacity does not lead to the solution of the problem, but vice versa, to bufferbloat and inadmissible increase in service delay.

2. As a result of the carried out research, a new method for optimal control of congestions of a telecommunication network with the use of a neural network as a system of monitoring and control was developed. The circuit of a multi-step prediction of the queue state was proposed and substantiated. The apparatus of the general theory of sensitivity with the indirect feedback and control of message source activity was used for prediction and early detection of congestion. The results of this theory were used to construct a control system with indirect feedback that allows saving channel and computing resources.

3. The algorithm of neural network learning and formation of the network congestion feature was used. The fundamental difference of the obtained results is the development of the multi-layer dynamic neural network with a combination of explicit and hidden layers. Thanks to the choice of this architecture, firstly, the procedure of finding the optimal weight coefficients is simplified, and secondly, the process of neural network learning by the classic method of back error propagation is accelerated. As result of verification of theoretical results through computer simulation, the quantitative comparative estimates of efficiency (accuracy and required computing resource) of the developed method and the methods that existed before were obtained. It can be argued that with the perfect architecture of a neural network suitable for modeling the dynamics of a system, it is possible to receive rather satisfactory performance of a telecommunication system as a control object.
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