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Проведеними дослідженнями запропоновано мате-
матичний апарат та методика побудови адаптивно-
го алгоритму, основаного на Z-апроксимації функцій. 
Це необхідно для вдосконалення підходів до побудови 
алгоритмів, які змінюють свою поведінку в залеж-
ності від зміни вхідної інформації. Зазначене, у свою 
чергу, значно покращує результати виконання завдан-
ня, що реалізуються за допомогою такого алгоритму. 
Наприклад, рішення нелінійних задач, опис складних 
поверхонь, пошуку інформації.

Показано, що отримані на цьому рішення узгод-
жуються із застосуванням однакових алгоритмів 
для окремих груп функцій, які використовуються для 
апроксимації. Ці функції використовуються при побу-
дові напряму для пошуку та дають можливість роз-
робити модель погрішності Z-апроксимації з викорис-
танням початкових або заключних наближень.

Наведене визначення Zm-апроксимації, як апрокси-
мації з багатократним зменшенням інтервалу, що при-
зводить до спрощення рекурентних формул, і є особли-
вістю представленого підходу. Запропонована методика 
та базовий алгоритм дозволяють безпосередньо визна-
чати ряд загальних та гіперболічних функцій з викорис-
танням Zm-апроксимацій та паралельних обчислень. 
За підсумками досліджень представлений адаптивний 
алгоритм обчислення arctg x як функції, що є оберне-
ною до tg x.

Представлене може бути використане при створен-
ні адаптивного алгоритму пошуку в масивах неструк-
турованої та слабо систематизованої інформації. 
Подібний пошук застосовується для книг та підруч-
ників, які були викладені в мережу інтернет у форма-
тах jpeg, pdf, або у вигляді фрагментів обох форматів.  
У цьому випадку на основі адаптивного алгоритму роз-
робляється спеціальна модель, реалізація якої може 
бути виконана за декількома варіантами зі зміною 
напрямів руху
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1. Introduction

Searching for information to solve a problem or to answer  
a question requires a reasonable selection of aggregate sour
ces based on certain attributes. This follows from the com-
mon understanding of information as a scientific category [1] 
that defines information, knowledge, or data based on specif-
ic properties [2]. Using mathematical logic can infer such im-
portant properties of information as completeness and con-
sistency, as well as define timeliness as a mathematical model 
of the event at a point in the time interval. A similar pattern 
is employed when solving a mathematical problem, particu-
larly challenging when there are a series of limitations and 
there is a necessity to round data or apply any other transfor-
mation. That can lead to the occurrence and accumulation of 
error. In this case, the solution at a certain point within the 

interval over which the problem is considered shall hold if it 
meets the criterion of completeness and consistency.

The search for a solution or receiving a response to informa-
tion request can be represented as the process of selecting an ar-
ray of data in two parallel directions. For the first direction, the 
response is treated as a number and importance of the received 
information at the current time. The second direction makes it 
possible, by determining the measure of information entropy 
by Shannon [3], to obtain the answer of pragmatic value [1].

An interesting fact should be emphasized regarding the 
above. The number of results and the importance of infor-
mation received from these sources over at a fixed time point 
can produce non-relevant information when outside the 
time period. While the pragmatic value makes it possible 
to build a logic chain about an object of query, including its 
development over time. This issue is particularly acute in 
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performing tasks and algorithms that are implemented in 
the interactive environment, especially in the Internet [4, 5]. 
Both when solving a mathematical problem and while inves-
tigating a certain issue or a task by searching for answers on 
the Internet, there are limitations [6] that would complicate 
the search. In this case, specialized algorithms are required 
for performing a search, which can change their performance 
during execution depending on the input data, that is, adap-
tive algorithms. All the above points to the relevance of re-
search aimed at constructing adaptive algorithms.

2. Literature review and problem statement

Study [7] indicated that information can be converted 
by different systems that receive information from the world 
and process it for the purpose of revealing patterns and 
obtaining knowledge. A set of the search images of docu-
ments or records of facts (data) is an information array [8] 
of large volume [9]. The above can be considered the basis 
of information approach [10], because here the essence of 
transformation of information into data is revealed, with the 
emphasis that these are «Big data».

In this context, it should be noted that there was no any 
separate «problem» to process large volumes of information. 
That was considered to be a natural development [11] of 
information systems associated with transferring the tech-
nology of collection, transmission, processing, and storage 
of information into paperless form so that this information 
is provided for users’ requests. Processing large volumes of 
information taking into consideration a constant increase in 
the rate of growth and capabilities for using specialized algo-
rithms led to a simple solution. That is, one should distribute 
processes and separate the functions of information support 
into individual information flows. Next, to combine these 
flows based on specific attributes for individual data after 
processing and to arrange them thematically in databases and 
distributed automated data banks.

The approach, applied in [12], is based on the criteria of 
completeness, consistency, and timeliness of the information 
obtained in terms of the value of information. Completeness 
of information can be represented as a measure of sufficiency 
of information for solving a particular problem or as a possi-
bility to submit all meanings of truth from a set of logical ope
rations using the formulae from the elements of this set [2]. 
Consistency can be defined as a property of the system from 
which one cannot derive the notion of inconsistency [13] 
when one set of parameters contradicts another one. In logi-
cal terms, it can be represented as a mistake [2] or ambiguity. 
Timeliness can denote receiving information at convenient 
or set time [12]. It can be represented, in line with approach 
from [14], as a mathematical dependence of information on 
the period of time over which this information is relevant. 
Then, given the above, the value of information can be rep-
resented via a category of relevance. However, the relevance 
should be considered in this case not as a match between the 
information and a request [15], but the possibility to provide 
complete and consistent information within a change in time.

This is exactly what is defined in [16] as the adaptation of 
any viable system to changes in the environment. However, 
in contrast to [7], whose authors indicate the need for a clear 
mathematical apparatus to automate the processing of infor-
mation, paper [16] gives a schematic visualization, without  
a mathematical justification [17].

However, computing equipment perceives the process of 
handling information in a formalized manner. That is why 
the approach from [18] is widely used in the world, which 
possesses a proven mathematical apparatus for constructing 
algorithms, including those for search.

When searching for a solution or to find specific in-
formation on the Internet, a path to the answer may not 
always be described linearly. Often, answers are arranged 
along a certain curve described by a function or a series of 
functions. The purpose of the search is to find a specific set 
of variables with the transition between some points, sources 
of information, in line with a specific algorithm that finds in-
formation in the defined data structure and depends directly 
on the structure of data for which it is implemented [19]. 
Such a search can be implemented [20] by the method of 
possible directions by G. Zoutendijk [21], when one obtains 
a certain number of pole points which provide information 
in compliance with the predefined restrictions. However, 
there are problems when limits may be different depending 
on the conditions for their implementation. For example, the 
mathematical description of the convex or concave surface 
can be resolved using the G. Zoutendijk method. Or, when 
searching the Internet when the result is expected to be both 
structured and non-structured or poorly structured informa-
tion, and the algorithm must adjust the search depending on 
the data type. In this case, an adaptive algorithm could be 
more universal by adding the new points-sources of infor-
mation depending on the distribution of input data; given 
this, of interest is the use of Z-approximation, described, for 
example, in [22].

The method of Z-approximation of functions is originally 
based on adaptive algorithms capable of changing their func-
tional features and providing variable computing accuracy at 
the same time. In addition, a special feature of Z-approxima-
tion is a possibility to change the structural patterns of the 
algorithm itself through the initial and final approximations 
and own parameters of the algorithm.

An analysis of results of the above studies allow us to 
assume that existing approaches to solving those problems 
that require handling the data of different structure are not 
enough to obtain a relevant response to the question posed. 
Recently, these issues have been mostly inherent on the In-
ternet. This is due to the accumulation of large volumes of 
unstructured and poorly systematized information. And this 
leads to the limitation in the search [6] and complications in 
the formation of an array of responses to a query, to incom-
pleteness and inconsistencies in such answers.

Specified part of the task could be solved by organizing 
the process of solving problems based on the construction of 
models to search for solutions based on adaptive algorithms.

3. The aim and objectives of the study

The aim of this work is to analyze the mathematical 
apparatus of Z-approximation of functions for constructing 
an adaptive algorithm, that is, the algorithm that changes 
its execution progress depending on the received input data 
or the data refined at the previous stages of implementation. 
Specifically, tasks on the implementation of adaptive algo-
rithms are performed during search – finding a solution to 
functions, selecting the best variant (minimax problem), 
matching the data acquired to the predefined constraints 
when searching for a text, etc.
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To accomplish the aim, the following tasks have been set:
– to analyze the requirements put forward to the con-

struction of adaptive algorithms; 
– to prove the efficiency of application of Z-approxima-

tion for the construction of adaptive algorithms based on the 
procedure proposed in the current work;

– to present the basic procedure for constructing an 
adaptive algorithm based on Z-approximation.

4. Requirements to adaptive algorithms

Suppose that there is a certain built model to search for  
a solution whose key values are at different points of the co-
ordinate system. Between these points, the information sour
ces, the desired solutions are likely. It is possible to represent 
a transition to searching for these solutions by small segments 
along a broken curve, which, resulting from smoothing,  
are described using the trigonometric and hyperbolic func-
tions, exponent, logarithm. Then, given the above and the 
features of algorithms [23] that can change depending on 
input parameters, one can outline the basic requirements to 
constructing an adaptive algorithm in order to implement 
the described model of searching for a solution:

– the algorithm should provide a possibility for a recur-
rence record, that is, compute values based on the preceding 
terms in a sequence; 

– the constants that are used in such algorithms should 
be represented either by a small number of digits or easily 
computed at arbitrary accuracy; 

– a possibility to replace the initial or final approxima-
tions, that is the chosen adaptation mechanism for different 
types of query.

To fulfill the above, one can use the same algorithms for 
separate groups of functions that are employed. For exam-
ple, one cannot use some of the methods that have less than  
n/2 constants at arbitrary digit size for the calculation of 
direct and inverse trigonometric and hyperbolic functions, 
exponent, and logarithm. Computing such constants at ar-
bitrary accuracy requires a certain time and respective hard-
ware, which no longer meets the requirement for work with 
different hardware. However, functions of the type y/x, 1/x, 

x , x3  do not require calculation of such constants and they 
can be treated by a single separate calculation algorithm.

One should also take into consideration that the require-
ment regarding the constants should be met both in the algo-
rithm for the initial and final approximations. Based on this, the 
following methods are more suitable to perform the tasks set 
in the current study and to implement an adaptive algorithm:

– recurrence record of expansions into series. In this case, 
the initial approximation у0 and respective х0 should be rep-
resented as constants or expressions that are easy to calculate; 

– recurrence record of expansions for polynomials. In 
some cases, it is rational, though not always easy when imple-
menting the programming of such an algorithm; 

– calculation of the continued fraction, including the 
expansion with residuals, which is rather convenient for rep-
resentation in the form of a database table; 

– an interesting method to implement the search is the 
computation of values based on the preceding terms in a se-
quence to calculate the infinite works;

– methods of Z-approximation, which are also interesting 
for the implementation of search when one uses a predefined 
large set of methods for initial and final approximations and 

there is a possibility to choose the ratio of complexity of the 
recurrent relationship and the original or final approximation; 

– regular iterative formulae obtained in advance. Again, 
they are convenient as there is a large set of methods for ob-
taining iterative formulae and initial approximations that can 
be represented in a database table.

The specified methods can be implemented in algorithms 
with a sequentially-parallel architecture. 

All the methods above have a significant advantage – 
a possibility to reduce the time of computing through the 
use of a variable computing accuracy. From this perspective, 
the most interesting are the methods of Z-approximation, 
under which each next iteration increases the accuracy of 
calculations.

5. Efficiency of the application of Z-approximation  
for constructing adaptive algorithms

To prove the effectiveness of the application of Z-ap-
proximation and adaptive algorithms on this basis, one can 
consider the model of error in Z-approximation of a function 
using the initial or final approximations. In general, such  
a model can be recorded in the form:

Δ ≈ ( ) ≈  
+C x N x Nn

m n mn l ,

where Cn are the constants, which mostly depend on para
meter n ; N is a number that defines the magnitude of reduc-
tion in the interval; m is the number of iterations, performed 
based on a recurrent formula; n is the ordinal number of  
a term in the expression, which is deducted at when execu
ting approximations l CN n= − log .

Based on this model, one can determine the values for 
parameters m and n. 

It should be noted that for many functions, such as 
ex, sin x, cos x, and similar, the value Cn would provide for  
a significant contribution to the reduction in the method’s 
errors. However, among some values for n and m, a greater 
impact will be exerted by magnitude Nmn. This is caused by 
the fact that, for example, in the case when the coefficient 
is proportional to magnitude 1/(n+m)!, then, from certain 
values for n and m, function Nmn grows faster than (n+m)!. 
Thus, for N = 2, n = 4, m = 4, one will obtain (n+m)! = 40,320, 
2mn = 65,536, and at m = 10, n = 4, (n+m)! = 87,178,291,200, 
2mn = 1,099,511,627,776.

In addition, it should be noted that the use of Z-approxi
mation is equivalent to multiple reduction in the interval, 
proportional to the value for magnitude 1/Nm. Increasing the 
magnitude N leads to complications of recurrent formulae 
based on Z-approximation, (hereinafter as Zm). In addition, 
increasing N increases the possibility for the parallelization of 
recurrent relationships based on Zm-approximation. To explore 
this, the original model of error can be represented in the form:

Δ Δ Δ Δ
≈ ¢ +( )( )+ +

C x N Nn

m m n n

,

where ΔN, Δm, Δn are the increments of respective para
meters N, m, n. 

Logarithm of this expression:

ln ln ln ln .Δ Δ Δ Δ≈ ¢ + +( ) − +( ) +( )( )C n n x m m N Nn
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It follows from the latter that increasing the magnitudes  
of Δm and Δn affects a decrease in the error Δ. However, at con-
secutive and parallel calculations the algorithms for the choice 
of parameters will differ. Therefore, it should be noted that in-
creasing the parameter m leads to the increase in the number of 
iterations based on the recurrent formula and to a larger error. 
Increasing the parameter n would increase the number of terms 
at the initial or final approximation, as well as decrease C ¢n. 
Therefore, for each fixed N we must choose the ratio of m to n.

One must enter the concept of a base sequence for recur-
rence ratios. A base sequence of recurrence ratios refers to 
the sequence of recurrent formulae, whose p-term has a pa-
rameter np greater than np–1 in expression Z(nxm) = f[Z(xm)], 
where xm = x/nm.

Here are examples of such sequences. 
For computing the function sinx:

Z C Z Zm

k

n
k

k

n

m
k

m

n k

− +
+

=

+ −= −( ) −( )∑1 2 1
2 1

0

2 1 2
1 1 ,

where

Z x nm

m= +( )



sin ,2 1  m m= 0 ,  m0 1 0− , ..., ,

hence, Z0 = sinx. 
This can be represented in the simplest form in general:

Z T Zm n m− += ( )1 2 1 ,

where T2n–1(Zm) is a Chebyshev polynomial. 
One can use the Euler’s method to compute tg x [24]:

Z
nZ n Z n Z n p Z

pm
m m m m

− =
−

−( )
−

−( )
−

−( )
− + −1

2 2 2 2 2 2

1

1

3

4

5 2 1... ...
,

where Z x nm
m= tg ,  Z x0 = tg .

Similarly, we can write recurrence ratios for the genera
ted by fractional-rational approximations.

To compute ctg x:

Z
C Z

C Z
m

k

n
k

m
n k

k

n

k

n
k

m
n k

k

n
=

−( )

−( )

−
−

=

[ ]

+
−
− −

=

−( )

∑ 1

1

2
1
2

0

2

2 1
1
2 1

0

1 2

∑∑
,

where Z x nm
m= ctg , Z x0 = ctg .

Using [25], one can accept the assumption on a rounding 
error: when the recurrent relation is used for function y = ex:

Z Zm m= −2 1,  m n= , ,1

then the absolute error that is caused by a rounding error 
will equal:

Δ Δ Δn
n x

n

e
n

= +( ) −
2 0

2
0

2 1

,

where Δ Δ0 0≤ ,  and the magnitude x is determined from 
equation ex = 2pl x.

That is, the error may exceed the magnitude 2n–t–1, where 
t is the digit size of numbers. If we consider, instead of func-
tion y = ex, the function v = ex–1, then the magnitude for an 
error will not exceed the magnitude O(n2–t).

The same applies to functions cosx, lnx, arctg x. Other 
trigonometric functions do not need such transforms that 
follows, in particular, from [26]. 

To construct adaptive algorithms using Zm-approxima-
tion, one should introduce a mathematical representation  
of Zm-function. A Zm-function denotes a direct or inverse 
recurrence ratio in the following form:

Z f Zm m+ = ( )1 	 (1)

or

Z f Zm m− = ( )1 . 	 (2)

(1) assigns some initial approximation Z0 while func-
tion Zm acts as a desired function. In case (2), some initial 
approximation Zm0, is assigned, while function Z0 acts as  
a desired function. 

Formula (2) can be obtained from expression:

Z x n f Z xm m( ) = ( )  	 (3)

by substituting:

x x nm
m= , 	 (4)

when Zm is determined:

Z Z xm m= ( ), 	 (5)

where n can be represented as the basis of the calculation 
system. 

Formula (5) can be obtained from expression:

Z nx f Z xm m( ) = ( )  	 (6)

by replacing (4) at the adopted determination (5). 
It is possible to take, as the initial approximation for (2),  

several terms from the expansion of function Zm into  
a Taylor series. 

To assess the absolute error of the method, formulae (1) 
or (2) must be substituted with expression:

Z Zm m m= + Δ , 	 (7)

where Zm  is the exact value for Zm; Δm  is the absolute  
error of Zm. 

Ultimately, we obtained an estimate:

Δ Δm mk+ ≤1 1 	 (8)

or

Δ Δm mk− ≤1 2 , 	 (9)

where k1, k2 are constants. 
It follows from expression (8) that the assessment of ab-

solute error of the method for the case of a direct recurrence 
sequence takes the form:

Δ Δm
mk≤ 1 0. 	 (10)



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 3/4 ( 99 ) 2019

10

We can conclude from expression (9) that the assessment 
of absolute error of the method for the case of an inverse re-
currence sequence takes the form:

Δ Δ0 2≤ km
m . 	 (11)

And considering that there is a certain error in the initial 
data and some assessment of this error, which can be repre-
sented as:

Δ0 ≤ p,

where p is the constant, we obtain the following from (10):

Δm
mk p≤ 1 , 	 (12)

and for the inverse recurrence sequence from (11):

Δ0 2≤ k pm .

In a general case, Zm-approximation can be represented 
in the form:

Z x f Z xm mj( )( ) = ( )  ,

where x xm = ( )−j 1 , j− ( )1 x  is the function inverse to func-
tion j(x).

For example, for function y = ln x, by performing m times 
the operation of extraction of root with power n, we obtain 
lim ,
m mx

→∞
→1  that is, ln xm = 0  at m → ∞.

In this case, ln x = nm ln xm.
Therefore, one can record:

ln ln ,x n xm m
n

+ =1

that is, Zm+1 = nZm.
However, in the latter case, there is a possibility to great-

ly accumulate the error. But for the case n = 2 one can use 
formula:

ln( ) ln( / ).1 2 0 1 1+ = + + +x x x

Based on the above, we can deduce a series of methods 
for obtaining recurrence formulae to calculate the series of 
functions using Zm-approximation, for example, for the most 
widely used cos x, sin x, ax and certain hyperbolic functions.

6. Basic procedure for constructing an adaptive algorithm 
based on Zm-approximation

An algorithm will be implemented correctly in the case 
when for any input data belonging to the assigned region, 
the solution is unique and stable. Formally, this can be repre-
sented as follows. 

Assume that in order to solve a problem there is some 
algorithm A that ensures obtaining a value y, which matches 
the input data x. That is:

y A x= ( ).

For the case when the input data were assigned at a cer-
tain error Δx, the value for x+Δx is matched with value:

y y A x x+ = +( )Δ Δ

or

Δ Δy A x x A x= +( ) − ( ).

The algorithm will be defined as robust in terms of input 
data if Δx → 0 will always provide for Δy → 0. Otherwise, 
the algorithm will be unstable in terms of input data.

If the algorithm is unstable, even minor errors Δx would 
lead to significant errors Δy, which would ultimately lead to 
a distorted result. In this case, one can define the global and 
local robustness. For the case of global robustness, the pro-
cess would always be stable regardless of errors in individual 
operations in the course of the algorithm execution. The local 
robustness is observed in the case when there is an error that 
exceeds some critical value. During algorithmizing, especially 
in the processes of information search, weakly stable tasks 
emerge. This corresponds to the case Δ Δy M x≤ , when the 
constant M is large enough. Although the algorithm is formal-
ly robust, error could reach an unacceptably large value.

Our analysis of errors in Zm-approximations of functions 
has shown that in the case of application of recurrence formu-
lae of the type Zm–1 = f(x,Zm), on observes robustness in terms 
of initial data. The error of the method considering initial 
data is within ξ0 ≤ <M L Cm , where C is a constant, M is  
determined based on Δ Δm mM− ≤1 , and L – from the error  
of initial approximation ξm L

0
≤ .

Based on the obtained estimates, one can choose for 
each specific case the parameters m and n to obtain the re-
quired accuracy in intermediate calculations and to weaken 
the influence of rounding errors. This is a theoretical proof 
of using the methods of Zm-approximations for constructing 
adaptive algorithms. 

The adaptive Zm-algorithm implies a certain general algo-
rithm that makes it possible to produce two or more separate 
algorithms. Moreover, each of these algorithms is quite ef-
fective for solving specific tasks based on the computation  
of Zm-function.

The adaptive Zm-algorithm is built by adding/removing 
parameters for certain values, and by using several kinds  
of approximations of the desired functions. 

An example of the construction of such an algorithm is 
the following algorithm for computing tg x and arctg x at 
arbitrary bit size. Use the algorithm to compute arctg x based 
on recurrence formula:

Z Z Zm m m+ = + +( )1
21 1 ,

where Z x1 = , arctg x Zm
m≈ +2 1, Z xm

m= ( )tg 2  is impractical 
due to calculating the square root m times.

Therefore, the algorithm for computing arctg x should be 
constructed as a function inverse to tg x applying an iterative 
formula:

y y Z ki i

k

i
k

k

p

+
+

=

= − −( ) +( )∑1
2 1

0

1 2 1 ,  Z
y x
x yi

i

i

=
−

+
tg

tg1
.

The computing Zm-algorithm can be represented as follows:
1.  Compute y0 – the value for arctg x, computed at fixed 

bit size. 
2.  р = 0, р = 1, р = 2, р = 3.
If p = 0, we obtain an iterative formula of third order, that 

is, the accuracy of the calculation improves. For case p = 3, 
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we obtain an iterative formula of fifth order and the order 
could further grow. However, in this case, to compute  Zi, 
it is necessary to compute the inverse function tg yi of an 
arbitrary order. 

3. Inverse function tgyi – in a general case, it is calculated 
using recurrence ratio:

Z T Z T Zm n m n m− += ( ) ( )1 2 1 2 ,

where T Zn ( )  is the Chebyshev polynomial; 

Z y Nm i
m= ( )tg ,  N n= +2 1,  n = 0 1 2, , ...,  Z x0 = tg .

4. Initial approximation. It can be accomplished based on 
three separate algorithms. 

4. 1. As an initial approximation Zm0
 we use an appro

priate number of terms sin ym and cos ym, that is:

tg Z
y
y

y k

y k
m

m

m

k

m
k

k

k

m
k

k

= =
−( ) +( )

−( ) ( )

+

=

∞

=

∞

∑

∑
sin
cos

!

!

1 2 1

1 2

2 1

0

2

0

,,

where y y Nm i
m= .

4. 2. When performing in this part of the algorithm the 
sequential calculation of sin ym and cos ym, the computation 
is based on recurrence formulae:

u u y k kk k m+ = − +( )1
2 2 2 1 ,  t t uk k k+ += +1 1,  u t ym1 1= = ,

v v x k kk k m+ = − −( )1
2 2 1 2 ,  Z Z vk k k+ += +1 1 ,

Z v1 1 1= = ,  k = 1 2, ,...

4. 3. It is possible to directly calculate the initial approxi-
mation Zm0 also in the form of as a continued fraction:

Z y
y y y y

nm m
m m m m

0 1 3 5 2 1

2 2 2

= =
− − − − +

tg ... .

5. Another separate algorithm for computing arctg x ac-
cording to the following formula:

arctg arctgx y Z y
Z Z Z n Z

n
= − = −

+ + + + +




0 0 0

0 0
2

0
2 2

0
2

1 3
4
1 2 1

... ,

where Z y x x y0 0 01= −( ) +( )tg tg .
5. 1. The given continued fraction can be computed based 

on recurrence ratios:

R A B Z B Rn n n n n− −= −( ) −( ) + )(1 1 0
2 2 ,  n k= ,  k −1 2,.., ;

arctg x y Z R= − +( )0 0 11 ,

where A nn = 2, B nn = +2 1.
This algorithm is complete.
The reported algorithm makes it possible to represent the 

formalization of a search problem in the array of unstructured 
information. The problem can be stated in the terms of fuzzy 
logic and solved at steps, the transition between which in the 

coordinate system can be described by elementary and/or 
trigonometric functions:

1)  A starting point for the search is the title of a publica-
tion, for example, monograph «ABC». 

2)  Choose the terms of linguistic variables that corre-
spond to subset A. 

3)  For each term, choose the value that best characterizes it. 
4)  Proceed to subset B and choose the identical terms 

there, strictly following the commutativity rule on the terms 
from sets A and B.

5)  Search and sort out appropriate values from the char-
acteristics chosen at stage 4 in subset B assigning «1» or «0» 
to each obtained value. 

6)  Upon obtaining extreme values, choose the interme-
diate values, the steps to which may occur not in a straight 
line by describes by various functions.

7)  Assign «1» or «0» to each obtained intermediate value. 
8)  All values are assigned with the relevant functions of 

standard membership.
9)  Form the information array to search. 
10)  Define production search rules sorting out the values 

similar to step 5.
When working with Google Scholar, production search 

rules can be specified as follows:
– If monograph «ABC» = ISBN 978-966-0000-00-0; 
– If monograph «ABC» = BBK (number); 
– If monograph «ABC» = UDC (number); 
– If author Z = Scientific institution Q; 
– If scientific institution Q = Decision of the Academic 

Council (number, date) and others, which are performed 
sequentially, including the substitution of the left and right 
sides, and sorting out individual data (in particular, parts of 
numbers and names). 

A search result is predetermined by its matching at least 
a single production rule or a correspondence between parts of 
production rules and search. 

In fact, when solving this problem, we complement the 
fuzzy subset A in the set X with a subset ¬В with a member-
ship function:

µ µ¬ ¬= −B Ax x( ) ( ),1  ∀ ∈x X .

Function µ( : ) : [ ; ]A B X n→ 0  is the membership function of 
subset А (В) to the base set X (Google). 

The proposed approach makes it possible to find the 
fragments, appropriate in terms of structure, from an array of 
unstructured information, where a single record contains, at 
the same time, the information of different structures, which 
significantly increases the number of variants for obtaining 
an accurate answer.

The approach reported was implemented when searching 
for references to monograph [27] at Google Scholar. The 
book was available at one of the web sites on the Internet in 
a .pdf format as a single file, which contained the non-struc-
tured information in the form of a picture with fragments of 
text fields with text symbols without semantic content. The 
book was referenced several times that were not displayed in 
the profile of scientists at Google Scholar.

From the entire array of unstructured information, we 
have chosen the second page for the implementation of the 
algorithm (Fig. 1), which includes the codes of UDC, BBK, 
ISBN that can clearly identify the publication as authentic, 
as well as the authors’ surnames and the title of the scien-
tific institution, which makes it possible to expand a query 
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to search and additionally confirm compliance with query 
results if the listed codes are presented only as an element of 
graphic information.

Fig. 1. Search algorithm for an array of unstructured 
information: A – starting point; B – built function; 	

C – vector lines; D – contours of results

The above is taken as the base points (highlighted in 
red) from the top edge of the page, with starting point A. 
The page is conditionally divided into rectangular cells. The 
smaller the side of the cell, the more accurate is the search 
based on steps to get the pole points, which in this study 
are represented by a word or a word fragment. The dotted  
line B represents the built function along the directions 
given by vectors C. These directions are used to calculate, at 
the pole points with selected words to search, the values for  
a transition that implies the repeated steps of the algorithm. 
In a given example, the «negative value» is the absence of  
a word or a word fragment in the cell. In this case, the choice 
of a word for forming the query along the direction stops.

Next, we generated a series of queries using the rules 
for constructing adaptive algorithms, which consisted of  
a word or a code at each base point with words, word, or 
word fragment at pole points belonging to the region of this 
base point. These queries were used to construct a sampling 
of the best result, which contained the words or codes that 
made it possible to identify the compliance of reference to 
the monograph. 

The result, based on which we found the references and 
identifed the monographs, is shown by contours D. This al-
gorithm found six previously missing links.

7. Discussion of results of studying the construction  
of an adaptive algorithm

Everybody knows that functions can be computed using  
known expansions of trigonometric functions, as stated 
in [25, 26]. However, at algorithmizing and machine compu-
tation of complex calculations involving the construction of 
graphs, there is a task on dividing curves into segments [21], 
on smoothing and finding the points [20]. In such cases, 
one must comply with certain accuracy. And the proposed 
algorithm makes it possible to apply different approaches to 
computing while maintaining maximum accuracy.

Based on the reported algorithm, one can directly de-
termine sinх, cos х, tg x by determining ym = x, or tg x using 
Zm-approximations. And it is possible to calculate arctg x by 
applying this algorithm when using an iterative formula for 
computing inverse functions. 

This general algorithm can be extended with parallel 
computation of tg xm as the ratio of two sums, as well as by 
the parallelized computing of iterative formula arctg x. 

Similarly, other functions can be represented, for in-
stance, hyperbolic.

The reported mathematical apparatus greatly facilitates 
the implementation of the method in the form of the algo-
rithm, in contrast to [26]. This is explained by the fact that  
a series of functions that are used in the calculations may 
be assigned in a tabular form and represented in a database. 
Then, when executing an adaptive algorithm, part of the 
solutions related to the calculation direction, if they meet the 
initial conditions, are taken from the table.

In the future, a similar method could be implemented 
for the search algorithm. The most interesting task for the 
implementation of such an algorithm is to search for unstruc-
tured and poorly organized information. For example, when 
digitizing books one can obtain documents in the formats 
jpeg, pdf, or as fragments of both formats. That considerably 
complicates the subsequent search [6]. This leads to that 
many interesting sources of information are lost in the large 
arrays of information on the Internet. An adaptive algorithm 
to search for such documents can be implemented through 
the development of a special model whose realization implies 
several variants. Specifically, based on the method of possible 
directions by G. Zoutendijk [21]. However, when using this 
method, there are the non-linear constraints that can be cir-
cumvented, time and again, by using approximations. That 
is, by the implementation of distributed adaptive algorithm 
for solving individual search tasks. So, in general, the search 
model would represent an adaptive algorithm that could 
build a path between the keywords specified for search. 
However, the comparison would be based on characters or 
lexemes found at the points of solution to the function that 
describes the search path.

8. Conclusions

1. In the proposed approach, we defined and proved the 
requirements to adaptive algorithms that could be practically 
used in applications and Web developments. Noteworthy 
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is the capability to use the same algorithms for individual 
groups of functions used for approximation in the construc-
tion of a search direction.

2. We have proven the efficiency of application of Z-ap-
proximation and adaptive algorithms on this basis to solve 
the task on adaptive search by constructing the model of 
error in Z-approximation of function using the initial or final 
approximations. We give the definition of Zm-approximation 
as the approximation with a multiple frequent reduction of 

interval proportional to the value of magnitude 1 N m , which 
is a special feature of the proposed approach.

3. The basic procedure for constructing an adaptive 
algorithm based on Zm-approximation has been proposed; 
the general Zm-algorithm is provided using an example of 
computing tgx and arctgx at arbitrary bit size. Based on the 
presented algorithm, we have shown a possibility to direct 
determine a series of general and hyperbolic functions using 
Zm-approximations and parallel computing.
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