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1. Introduction

Identifying an incoming object in a unified information 
space requires an informed choice of the most appropriate 
methods for doing so [1, 2]. It should be taken into consider-
ation that this choice of object identification method should 
involve the possibility of taking into consideration a series of 

uncertainties [3, 4], such as the absence for some reasons of 
some of the attributes of an incoming object [5, 6].

A unified information space is an information model of a 
complex subject area that includes information objects, con-
nections between them, the environment of the space itself, 
as well as the processes that accompany its creation [7‒9]. In 
the process of its formation, the information system [10‒12] 
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This paper suggests a method to search 
for an incoming object in order to identify 
its unambiguously, based on the integration 
of information spaces into intermediate 
unified information space. At the same 
time, the incoming object identification 
process involves appropriate attributes.

This paper describes the process of 
information object arrangement within a 
unified information space that forms for 
a set of dynamically changing objects. It 
should be noted that each subject in the set 
collects information about the environment, 
including interaction with other objects. 
In the process of forming a unified 
information space, the information system 
collects information from data sources that 
are represented in different formats. The 
system then converts this information and 
forms a unified information space, thereby 
providing users with information about 
objects.

A two-tier system of connections at 
the global (cloud) and local (fog) levels of 
interactions has been considered. At the 
same time, it should be noted that a unified 
information space formation requires the 
implementation of tools to support the 
transformation of information objects; 
that necessitates the implementation of 
translators ‒ special converters at different 
levels.

A method to combine information 
spaces into an intermediate unified 
information space has been proposed; 
analysis was performed to determine 
the time and efficiency of the search for 
incoming objects within it. 

It was experimentally established 
that the more parameters that describe 
an information object, the less the time to 
identify an object depends on the length of 
the interval.

It has also been experimentally shown 
that the efficiency of finding incoming 
objects tends to be a directly proportional 
dependence while reducing the length of 
the interval and increasing the number of 
parameters, and vice versa
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To create a unified information space, many business-
es use cloud storage facilities that allow large amounts of 
data to be used for free. In turn, such a unified information 
space should have sufficient functionality that could make 
it possible to work with data in a single format. Developing 
views on data formalization can be found in work [31], which 
describes the system model of integrating content from cloud 
storage into a single enterprise information space, as well as 
the results of its implementation. Although the solution can 
be used in the context of training projects for a unified in-
formation space, the proposed model is only conceptual and 
has no practical confirmation.

Paper [32] examined the identification of an information 
object based on a step-by-step analysis of features within 
a unified information space, which allowed the authors to 
unequivocally identify the input information object on the 
relevant features. 

The systematization of the results from the cited studies 
allows us to argue that the approaches and methods dis-
cussed above to solve the task of identification of an incom-
ing object are based on the formalization and analysis of its 
features, as well as the subsequent search for an incoming 
object in a unified information space at the local level.

The approaches described in [26λ32] make it possible to 
identify an incoming object only locally. It follows that trying 
to identify the same object by other local information space 
would not produce the same result. To improve the efficiency 
of identification of an incoming object, both locally and glob-
ally, it is proposed to use a set of information spaces, united in 
an intermediate unified information space. Then, within this 
space, it is proposed to carry out the process of identification 
of an incoming object based on the appropriate attributes.

3. The aim and objectives of the study

The aim of this work is to devise a method for combining 
information spaces into an intermediate unified information 
space for the unambiguous identification of an incoming object.

To accomplish the aim, the following tasks have been set:
‒ to design a mechanism for the formation of a unified 

information space provided there are separate information 
spaces based on their unification; 

‒ to analyze the efficiency and time of finding incoming 
objects in information spaces based on the proposed method.

4. The study materials and methods

The process of placing information objects in unified in-
formation space is as follows: the initiating subject, as the op-
erations take place, transmits the primary information about 
the information object to the subject-integrator of a unified 
information space through the communication network. In-
formation objects of a unified information space are processed 
by integrators to perform their functions in the area of their 
responsibility. Subjects-integrators, having received primary 
information from the subjects-initiators, generalize, integrate 
information objects of a unified information space. Some of 
the information is entered into a single information base for 
use by all actors, and the remainder of the information is used 
only by certain actors who have appropriate access to it. In-
tegrated objects are used by each local entity to obtain infor-
mation about the subject area in a unified information space.

underlying the creation of a unified information space per-
forms the following [2, 13, 14]:

‒ collects information from data sources that are repre-
sented in different formats; 

‒ converts object-specific information;  
‒ forms a unified information space;
‒ provides users with information about objects.
There are known procedures for integrating automation 

systems with a unified information space [15‒17] and seman-
tic search [18‒21]. The methods that identify an incoming ob-
ject within the unified information space are much in demand, 
which is confirmed by works [22‒24]. However, the solutions 
obtained using these methods allow the identification of an 
incoming object provided that only one unified information 
space is used [1, 25]. This shows the relevance of research into 
the identification of incoming objects in information spaces.

2. Literature review and problem statement

Study [26] analyzes the relationship between the con-
cepts of the information space, the information field, and the 
information environment, which make up a hierarchical se-
ries of concepts and are not equivalent. The authors demon-
strated the following:

1) information space and information field are divided 
into natural and artificial;  

2) the information field is built into the information 
space;

3) the information environment is a subset of the infor-
mation space and information field; 

4) the information environment is always associated 
with a particular object. At the same time, the passivity of 
the information space and the activity of the information 
field are noted.

A description of modern technologies for representing 
and integrating disparate data can be found in work [27]. 
The method described for integrating heterogeneous spatial 
data is based on the concept of metadata in modern auto-
mated information support and interaction systems. The use 
of this method bypasses the shortcomings mentioned in the 
cited work but, despite its advantages, the issue related to 
the organization of tools to support the conversion of infor-
mation objects remains to be studied.

Paper [28] reports a comprehensive procedure that im-
proves the speed of processing of different types of data in in-
telligent systems. The proposed methodology improves the effi-
ciency of intelligent decision-making support systems through 
the integrated processing of data that circulate in them. The 
downside of that procedure is the need to process large amounts 
of data to determine the state of the monitoring object.

To find hidden objects, work [29] suggested a method 
based on the classification of objects. However, the choice of 
the most informative momentary attributes of classification 
involved the metric criterion of informativeness.

Work [30] takes into consideration the specificity of the 
unified information space architecture in order to connect 
existing data sources that are needed for sharing in the 
management of complex manufacturing processes. As part 
of the design of the system architecture, a service-oriented 
approach is proposed, which is to divide the system into 
components (services). This approach describes a role-based 
data access model that is the basis for determining security 
policy.
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A unified information space is formed for a set of dy-
namically changing objects. Each subject of the set collects 
information about the environment, including interactions 
with other objects.

The two-tiered communication system in the following 
set is considered: at the cloud level ‒ global interaction, and 
at the fog level ‒ local interaction. In this case, to form a uni-
fied information space, one needs to implement tools to sup-
port the transformation of information objects. In this case, 
these tools are implemented separately at the fog level (local 
level) and separately at the cloud level (global level). To sup-
port a unified information space, it is necessary to unite all 
individual information objects; this requires the implemen-
tation of special converters ‒ translators at different levels.

In a general case, local-level transformation tools may 
also differ, in which case the converter would lead the con-
cept of a unified information space to a single format at the 
global level. The tools of transformation at the global and 
local levels can change as a unified information space oper-
ates. In this case, adaptive and two-way converters would be 
required. The global, local levels, and converters in a unified 
information space are shown in Fig. 1.

Such a scheme makes it possible to maintain the surviv-
ability of a unified information space. If one or more objects 
forming a unified information space fail, the missing infor-
mation can be obtained from a global level. If objects that 
support the global level (cloud) fail, the missing information 
can be restored by converting and integrating indicators 
from local levels.

In addition, to support survivability under the con-
ditions of data scarcity, identifiable systems are used to 

capture identifiable systems, monitor data information, and 
assess the informativeness of data on prevalence indicators.

5. Results of studying a method of identifying 
an incoming object based on the combination of 

information spaces

5. 1. Designing a mechanism to form a unified infor-
mation space

Underlying the mechanism being designed is the process 
of combining individual information spaces into unified 
information space. In this case, all information objects (IOs) 
from all information spaces (IS) are combined into one 
intermediate unified information space (UISint) for further 
search of an incoming object (O) within it. The structure of 
the unification of information spaces into an intermediate 
unified information space is shown in Fig. 2.

The method of identifying an incoming object by com-
bining information spaces into an intermediate unified in-
formation space consists of the following steps:

‒ Step 1. Information spaces are formed. 
‒ Step 2. From each infor-

mation space, all information 
objects are combined into one 
intermediate unified informa-
tion space. 

‒ Step 3. In the intermedi-
ate unified information space, 
there is a process of exclusion 
of repetitive information ob-
jects, that is, the intermediate 
unified information space it-
self is being rebuilt.

‒ Step 4. There is a pro-
cess of comparing the infor-
mation objects of the inter-
mediate unified information 
space with a certain incoming 
object Оi, which has a set of 
parameters (Р1, Р2, …, Рn). If 
the value of each parameter 
of this object falls into the 
valid value interval for the 
corresponding feature of any 
information object from the 
intermediate unified informa-
tion space (M–D≤Pi≤M+D), 
then the incoming object is 
clearly identified. In other 
words, Оi=UISint(IOк). 

‒ Step 5. The missing fea-
tures of the incoming object are 
being clarified. If there are not 
enough attributes, the sensors 

re-read these parameters. And if, after that, the parameter was 
not counted by sensors, it remains unaccounted for ‒ NULL. 

‒ Step 6. The derivation of the found object, the group 
of objects, or the fact that the object being analyzed is new; 
such an object is then placed in a unified information space 
with the smallest number of information objects.

Let us consider the peculiarities in deriving a formula of 
the search for an information object based on theoretic-mul-
tiple formalism. 

Fig.	1.	Global,	local	levels	and	converters	in	a	unified	information	space
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Let us denote a set of information objects by expression (1):

{ }| 1,..., ,iIS io i k= =     (1)

where ioi is an information object. 
In this case, the set of attributes on IS  can be represent-

ed by expression (2):

( ) ( ){ }| 1,..., ,jP IS P IS j l= =    (2)

where l is the number of acceptable attributes. 
In expression (3), the possible values of the attribute jP  

are described:

{ }1,..., ,j

j

P
j jmp p p=     (3)

where m  is the number of valid values for the attribute jP . 
If at least the only Pj attribute value is assigned to 

the object ioi, then the set of the assigned attribute Pj values 
for the object ioi is described by expression (4):

( ) ( ) { }{ }= ∈ ⊂, 1,..., .jP
j i js i jp io p io s m p  (4)

In the case the Pj attribute values for the object ioi are 
not assigned (that is, the attribute is equal to an empty set 

( )ip io = ∅ ), then the set of all attributes’ values for the ob-
ject ioi is described by expression (5):

( ) ( ) { }{ }= ∀ ∈: 1,..., ,j i j ip io p io j j l  ( )j ip io ≠ ∅ . (5)

Then, the search for the object ioi based on its attributes 
is represented as a set of objects of the type {[attribute Pj: a 
value of the attribute Pj fo the object ioi]}. 

Therefore, the search formula based on the attributes 
FP(ioi) of the object iio  can be represented as (6):

( ) ( ) ( ) ( )
( )

[ : ] | , :
.

{1,..., },

jP
j j i j j i

i

j i

P p io P P IS p io p j
FP io

j l p io

 ∈ ∈ ∀ =  
∈ ≠ ∅  

 (6)

To generate a query to obtain the desired sam-
ple of the information objects intUIS IS⊂ , one sets 
step by step in the process the values for a subset of 
attributes in order to build a search formula based  
on attributes.

Fig.	2.	Combining	information	spaces	into	an	intermediate	unified	information	space
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5. 2. Analysis of the effectiveness and time of 
finding incoming objects in information spaces

We have analyzed the effectiveness of searching for 
incoming objects in information spaces by combining 
information spaces into intermediate unified informa-
tion space.

Five information spaces out of 20,000 information ob-
jects each were constructed for the experiments.

The percentage of missing parameters in the infor-
mation objects (NONE) was 6 %.

The series were performed, 100 experiments each, 
with certain probabilities (5, 10, 15, 20, and 25 %, respec-
tively) that the parameter is not read by sensors (NULL). 

The programming environment for the implementa-
tion of experiments. The affordable and distributed soft-
ware tools that we propose to use in the implementation of the 
method of combining information spaces into a single inter-
mediate information space include the following components:

‒ the method is implemented in the Microsoft Windows 10 
operating system environment; 

‒ microsoft’s SQL Server 2017 serves as a database man-
agement system; 

‒ microsoft Visual Studio 2019.Net Core is used as a 
development environment;

– the software makes it possible to conduct experiments 
by assigning characteristics and visualization using Win-
dows Presentation Foundation.

Experiment 1. Consider the case where each of the 
20,000 information objects is described by 7 parameters in 
each of the 5 information spaces. Table 1 gives a fragment of 
10 information objects of the first information space (IS1).

Table	1

Fragment	of	information	space	with	10	information	objects

– Р1 Р2 Р3 Р4 Р5 Р6 Р7

IO1 2±0.2 NONE 3±0.3 7±0.5 5±0.1 10±0.9 9±0.9

IO2 2±0.9 4±0.4 7±0.4 5±0.9 NONE 9±0.2 10±0.8

IO3 3±0.3 6±0.4 NONE 8±0.7 9±0.5 7±0.9 10±0.1

IO4 1±0.9 4±0.8 7±0.6 8±0.1 6±0.5 6±0.6 8±0.4

IO5 4±0.3 NONE 6±0.5 5±0.5 9±0.7 7±0.7 9±0.8

IO6 2±0.6 5±0.1 5±0.3 7±0.7 5±0.7 10±0.7 NONE

IO7 NONE NONE 6±0.2 4±0.1 6±0.8 7±0.9 10±0.4

IO8 3±0.9 3±0.3 5±0.4 5±0.4 7±0.9 7±0.7 NONE

IO9 5±0.7 2±0.5 6±0.3 7±0.4 8±0.2 6±0.4 9±0.4

IO10 4±0.4 2±0.6 7±0.3 4±0.8 5±0.3 NONE 11±0.5

In this case, the length of the interval for each parameter 
was 7 units, for example, for the parameter Р1[1; 7].

The generalization of the results from our experiments 
has made it possible to draw a conclusion about the time of 
construction of an intermediate unified information space 
depending on the length of the interval Table 2.

Then, all information objects from each information 
space are combined into one intermediate unified informa-
tion space. This is followed by the process of excluding re-
petitive information objects, that is, the intermediate single 
information space UISint itself is rebuilt. The time of this op-
eration, for example, in a variant when the intermediate uni-
fied information space contains 7 parameters and the length 
of the interval is 7 units, was 53.7 minutes. At the same time, 
of the initial 100,000, 96,376 unique information objects re-
mained in the intermediate unified information space.

The result was the following variants of the results:
1. When sensors read all the parameters of the incoming 

object and there was an unambiguous identification of it:

New object:
2±0,8 6±0,6 4±0,4 8±0,6 7±0,1 7±0,1 8±0,8.
Search object:
IO58852 2±0,4 6±0,4 4±0,6 8±0,2 7±0,2 7±0,8 8±0,3.

2. When sensors read all the parameters’ values of an in-
coming object and did not identify it, there was no informa-
tion object within the unified information space to describe 
this incoming object:

New object:
5±0,2 3±0,2 7±0 5±0,4 7±0 9±0,2 11±0,4.
Object absent!

3. When sensors read not all the values of all the param-
eters for an incoming object (there are NULL-values) but 
there was an unambiguous identification of an incoming 
object in the intermediate unified information space:

New object:
Null 5±0.9 5±0.7 4±0.5 6±0.2 10±0.4 8±0.6.
Search object:
IO15251 2±0.1 5±0.8 5±0.1 4±0.5 6±0.1 10±0.1 8±0.4.
IO22474 3±0.1 5±0.4 5±0.4 4±0.4 6±0 10±0.4 8±0.3.
IO34227 5±0.1 5±0.4 5±0.4 4±0 6±0.2 10±0.4 8±0.2.
IO49215 4±0 5±0.3 5±0.3 4±0.3 6±0.2 10±0.4 8±0.4.
ReCreateObject:
2±0.4 5±0.9 5±0.7 4±0.5 6±0.2 10±0.4 8±0.6.
Search object:
IO15251 2±0.1 5±0.8 5±0.1 4±0.5 6±0.1 10±0.1 8±0.4.

4. When sensors read not all the values of all the pa-
rameters of an incoming object and the identification of an 
incoming object in the intermediate unified information 
space did not occur:

New object:
4±0.3 Null Null 8±0.3 12±0.1 6±0.6 14±0.2.
Search object:
IO5301 4±0.4 7±0.6 6±0.9 8±0.6 12±0.8 6±0.4 14±0.1.
IO6043 4±0.1 2±0.6 6±0.2 8±0.1 12±0.6 6±0.3 14±0.1.
IO64393 4±0.3 6±0.6 7±0.1 8±0.1 12±0.5 6±0.7 14±0.4.
ReCreateObject:
4±0.3 4±0.1 Null 8±0.3 12±0.1 6±0.6 14±0.2.
ReCreateObject:
4±0.3 4±0.1 8±0.9 8±0.3 12±0.1 6±0.6 14±0.2.
Object absent!

Table	2

The	time	to	build	an	intermediate	unified	information	space	depending	
on	the	length	of	the	interval	of	the	parameters	of	information	objects

The number 
of parame-
ters, unit

Time to build an intermediate unified information space, min.
Interval length, unit

3 4 5 6 7
6 0.8 1.5 13.6 25.1 29.6
7 4.3 20.1 25.6 30.2 53.7
8 11.7 41.9 33.9 38.8 61.2
9 29.3 59.9 46 54.5 72.2

10 46.5 66.2 51.6 59.2 77.5
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The generalized results of our experiments led to the 
conclusion that the search for incoming objects in the inter-
mediate unified information space at 7 parameters and the 
length of the interval of 7 units is efficient Table 3.

Table	3

The	efficiency	of	finding	incoming	objects	in	an	
intermediate	unified	information	space		

at	7	parameters	and	a	7-unit	interval	length

The probability that the 
parameter is not read by 

sensors (NULL), %

Probability of identifying an 
incoming object, %

5 7

10 10

15 7

20 8

25 7

Table 3 demonstrates that the efficiency of find-
ing incoming objects in an intermediate unified 
information space at 7 parameters and a 7-unit in-
terval is low. Therefore, it was decided to reduce the 
number of parameters that describe the object and, 
with the same raw data, to conduct similar experi-
ments with the number of parameters from 4 to 6. 
The results of our experiments are given in Table 4.

Table 4

The	efficiency	of	finding	incoming	objects	in	an	intermediate	
unified	information	space	at	4‒7	parameters	and		

a	7-unit	interval	length

The probability that the 
parameter is not read by sensors 

(NULL), %

Probability of identifying an 
incoming object, %

The number of parameters, units
4 5 6

5 100 99 39
10 100 99 47
15 100 96 53
20 100 97 47
25 100 97 50

Table 4 demonstrates that the probability of identifying an 
incoming object in an intermediate unified information space at 
4 parameters and the length of the interval of 7 units is 100 %, 
that is, further reducing the number of parameters makes no 
sense. The time during which 100 experiments were conducted 
at the length of the interval of 7 units and the number of param-
eters from 4 to 7, is given in Table 5.

Table 5

The	time	during	which	100	experiments	were	conducted	
at	the	interval	length	of	7	units	and	the	number	of	

parameters	from	4	to	7

The number of 
parameters, unit

Time, s

The probability that the parameter is not read 
by sensors (NULL), %

5 10 15 20 25
4 6.1 5.1 6.9 9.5 9.1
5 7.7 9.8 11.6 13.1 17.5
6 13.6 13 13.1 12.7 13.2
7 15.2 16.3 16.2 16.4 15.8

Based on the data in Tables 3, 4, a chart was built to 
compare the effectiveness of finding incoming objects 
in an intermediate unified information space at the in-
terval length of 7 units and the number of parameters  
from 4 to 7.

Fig. 3 allows us to conclude that the efficiency of 
finding incoming objects in an intermediate unified in-
formation space at the interval length of 7 units was on  
average:

– at 4 parameters – 100 %;
– at 5 parameters – 97.6 %;
– at 6 parameters – 47.2 %;
– at 7 parameters – 7.8 %. 
Based on the data in Table 5, we built a chart comparing 

the time of the search for incoming objects in an intermedi-
ate unified information space at the interval length of 7 units 
and the number of parameters from 4 to 7 (Fig. 4).

Fig. 4 allows us to conclude that the time to search for in-
coming objects in an intermediate unified information space 
at the interval length of 7 units was on average:

– at 4 parameters – 7.34 s;
– at 5 parameters – 11.94 s;
– at 6 parameters – 13.12 s;
– at 7 parameters – 16.98 s.
It follows from the above that the reduction in the num-

ber of parameters leads to a sharp increase in the efficiency 
of finding incoming objects in the intermediate unified 
information space. 

Experiment 2. In analyzing the conclusions made after 
experiment 1, it was decided to increase the length of the 
interval of the parameters for incoming objects in the inter-
mediate unified information space to 8 units.

Consider the case where each of the 20,000 information 
objects is described by the number of parameters from 4  
to 7 at the interval length of 8 units. The results of our exper-
iments are given in Table 6.

Based on the data in Table 6, we built a chart to com-
pare the effectiveness of finding incoming objects in an 
intermediate unified information space at the interval 
length of 8 units and the number of parameters from 4  
to 7 (Fig. 5).
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Fig.	3.	A	chart	comparing	the	effectiveness	of	finding	incoming	objects	
in	an	intermediate	unified	information	space	at	the	interval	length		

of	7	units	and	the	number	of	parameters	from	4	to	7
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Table	6

The	effectiveness	of	finding	incoming	objects	in	an	
intermediate	unified	information	space	at	the	interval	length	

of	8	units	and	the	number	of	parameters	from	4	to	7

The number 
of parame-
ters, unit

Probability of identifying an incoming object, %

The probability that the parameter is not read by 
sensors (NULL), %

5 10 15 20 25

4 100 100 100 100 100

5 91 84 91 94 90

6 16 26 22 23 20

7 3 4 2 5 1

Fig. 5 allows us to conclude that the efficiency of finding 
incoming objects in an intermediate unified information 
space at the interval length of 8 units was on average:

– at 4 parameters – 100 %;
– at 5 parameters – 90 %;
– at 6 parameters – 21.4 %;
– at 7 parameters – 3.0 %.
It follows that increasing the length of the interval leads 

to a decrease in the efficiency of finding incoming objects in 
the intermediate unified information space. 

Experiment 3. Based on an analysis of the conclusions 
made after experiment 2, it was decided to conduct similar 
experiments at smaller intervals of information object pa-
rameters.

Consider the case where each of the 20,000 information 
objects is described by 7 parameters at the interval length 
of 3 to 7 units. The results of our experiments are given  
in Table 7.

Table	7

The	efficiency	of	finding	incoming	objects	in	an	
intermediate	unified	information	space	at	7	parameters	and	

at	the	interval	length	from	3	to	7

The interval 
length, unit

Probability of identifying an incoming object, %

The probability that the parameter is not read by 
sensors (NULL), %

5 10 15 20 25

3 100 100 100 100 100

4 98 97 96 96 95

5 59 60 55 62 58

6 24 28 21 24 20

7 7 10 7 8 7

Based on the data in Table 7, we built a chart 
to compare the effectiveness of finding incoming 
objects in an intermediate unified information space 
at 7 parameters and at the interval length from 3 to 
7 units (Fig. 6).

Fig. 6 demonstrates that the efficiency of finding 
incoming objects in the intermediate unified infor-
mation space at 7 parameters and at the interval 
length from 3 to 7 units was on average:

– at the interval length of 3 units – 100 %;
– at the interval length of 4 units – 96.4 %;
– at the interval length of 5 units– 58.8 %;
– at the interval length of 6 units – 23.4 %;
– at the interval length of 7 units – 7.8 %.
Summing up the results of our experiments, the 

average efficiency of finding incoming objects in the 
intermediate unified information space was consid-
ered. These data are given in Table 8 with 6 to 10 pa-
rameters and at the interval length of 3 to 8 units. 
The average time to search for incoming objects in 
an intermediate unified information space with the 
number of parameters 6‒10 and at the interval length 
of 3‒8 units is given in Table 9.

Table	8

The	average	efficiency	of	finding	incoming	objects	in	
an	intermediate	unified	information	space	with	6	to	

10	parameters	and	at	the	interval	length	from	3	to	8	units

The number 
of parame-
ters, unit

The average probability of identifying an 
incoming object, %

Interval length, unit

3 4 5 6 7 8

6 100 99.8 97.2 74 44.6 21.4

7 100 96.4 58.8 23.4 6.4 3

8 99.2 59.8 15.2 3.2 1.2 0.2

9 94 18.2 3.2 0.2 0 0.4

10 58.2 5.4 0.8 0 0 0

Fig.	4.	A	chart	comparing	the	time	of	the	search	for	incoming	objects	
in	an	intermediate	unified	information	space	at	the	interval	length		

of	7	units	and	the	number	of	parameters	from	4	to	7
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Fig.	5.	A	chart	comparing	the	effectiveness	of	finding	incoming	
objects	in	an	intermediate	unified	information	space	at	the	interval	

length	of	8	units	and	the	number	of	parameters	from	4	to	7
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Table	9

Average	time	to	search	for	incoming	objects	in	an	intermediate	
unified	information	space	with	the	number	of	parameters	from	

6	to	10	and	at	the	interval	length	from	3	to	8	units

The number of 
parameters, unit

Average time to identify an incoming object, s

Interval length, unit

3 4 5 6 7 8

6 8.64 9.8 13.34 16.3 23.54 19.34

7 10.44 15.34 21.72 23.48 24.92 23.34

8 14.86 24.46 27.58 25.82 27.54 27.24

9 22.6 31.34 31.18 30.56 30.24 30.26

10 34.22 33.96 32.14 33.96 31.84 35.02

Based on the data in Table 8, we built a chart compar-
ing the average efficiency of finding incoming objects in an 
intermediate unified information space. Fig. 7 shows such a 
chart with the number of parameters from 6 to 10 and at the 
interval length from 3 to 8 units.

Based on the data in Table 9, we built a chart comparing 
the average time of the search for incoming objects in the 
intermediate unified information space. Fig. 8 shows such a 
chart with the number of parameters from 6 to 10 and at the 
interval length from 3 to 8 units.

The results of our experimental study show that the pro-
posed method makes it possible to draw conclusions about 
the effectiveness and time of searching for incoming objects 
in the intermediate unified information space.

6. Discussion of results regarding the method for 
identifying an incoming object based on the combination 

of information spaces

The experimental study of the devised method was car-
ried out to test the possibility of its use in the incoming ob-
ject identification in a set of dynamically changing objects, 
as well as to establish its effectiveness relative to existing 
methods.

The considered comprehensive procedure of 
processing heterogeneous data [28] assesses the 
speed of processing information depending on the 
amount of information about the monitored object. 
Using the method that we have devised makes it 
possible to perform an assessment of the speed of 
identification of an object not only in the context 
of the amount of information about the object (the 
number of parameters) but also taking into con-
sideration the degree of its heterogeneity (interval 
lengths). Thus, for the process of identifying ob-
jects, an expansion of the completeness of the crite-
ria-based assessment of efficiency has been achieved.

The method of searching for information ob-
jects in the computer’s memory employs the idea of 
superimposing the mask of an information object 
on the dataset, which is analogous to the informa-
tion object dataset. This method also considers the 
option of incomplete matching between the param-
eters of the information object. A certain level of 
correlation is set in the interval from 0 to 1 (where 
0 is a complete non-coincidence, 1 ‒ a complete 
match of the parameter value). After that, objects 

Fig.	6.	A	chart	comparing	the	effectiveness	of	finding	
incoming	objects	in	an	intermediate	unified	information	

space	at	7	parameters	and	at	the	interval	length		
from	3	to	7	units
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Fig.	7.	A	chart	comparing	the	average	efficiency	of	finding	incoming	
objects	in	an	intermediate	unified	information	space	with	the	number	

of	parameters	from	6	to	10	and	the	lengths	of	intervals		
from	3	to	8	units
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are searched by superimposing a mask with a bias on the input 
dataset. For each case, the correlation factor is assessed and the 
similarity of the information object and the subset of the origi-
nal array is assessed based on this parameter. At the same time, 
in our method, the search is conducted based on a complete 
coincidence of parameters, that is, the correlation ratio is 1.  
We also considered an option where some parameters of the 
information object may not be read by sensors (NULL), so they 
are subsequently restored.

It should be noted that the proposed method of identi-
fying an incoming object based on the pooling of informa-
tion spaces does not take into consideration the time cost 
of combining all information spaces into one intermediate 
unified information space. Therefore, this fact shows the ob-
vious lack of the proposed method. The direction of further 
research related to its elimination should be focused on the 
development of the procedure for finding an incoming object 
in information spaces in parallel. That should minimize the 
time it takes to identify an incoming object.

7.  Conclusions

1. We have proposed a mechanism for identifying incom-
ing objects, which differs by combining information spaces 
into an intermediate unified information space, which makes 
it possible to improve the efficiency of identification of an 
incoming object at both local and global levels.

2. Based on the proposed method, the experiments 
were conducted that allow us to draw conclusions about 

the effectiveness and time of searching for incoming 
objects in information spaces. The efficiency of finding 
incoming objects in the intermediate unified information 
space was on average:

‒ at 6 parameters ‒ 73.27 %; at 7 parameters ‒ 48.23 %; 
at 8 parameters ‒ 73.27 %; at 9 parameters ‒ 18.8 %; at 10 pa-
rameters ‒ 10.73 %; 

‒ at the length of the interval of 3 units ‒ 90.28 %; at the 
length of the interval of 4 units ‒ 55.92 %; at the length of 
the interval of 5 units ‒ 34.0 %; at the length of the inter-
val of 6 units ‒ 20.16 %; at the interval length of 7 units ‒ 
11.12 %; and at the length of the interval of 8 units ‒ 5.0 %.

It has been established that the efficiency of finding in-
coming objects in an intermediate unified information space 
tends to be a directly proportional dependence while reduc-
ing the length of the interval and increasing the number of 
parameters, and vice versa. At the same time, the time of 
the search for incoming objects in the intermediate unified 
information space was on average:

‒ at 6 parameters ‒ 15.16 s; at 7 parameters ‒ 19.87 s; at 
8 parameters  ‒ 24.58 s; at 9 parameters ‒ 29.36 s; at 10 pa-
rameters ‒ 33.52 s; 

‒ at the length of the interval of 3 units ‒ 18.15 s; at the 
length of the interval of 4 units ‒ 22.98 s; at the length of 
the interval of 5 units ‒ 25.19 s; at the length of the interval 
of 6 units ‒ 26.02 s; at the length of the interval of 7 units ‒ 
27.62 s; and at the length of the interval of 8 units ‒ 27.04 s.

As a result, it was experimentally found that the more 
parameters that describe an information object, the less time 
to identify an object depends on the length of the interval.
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