1. Introduction

Decision support systems (DSS) are actively used in all spheres of human life. They are especially common in the processing of large data sets in databases, process development forecasting, providing informational and analytical support to the decision-making process of decision-makers.
Existing DSS are based on statistical and artificial intelligence methods, which provide collection, processing, generalization of information about the object (process) state and forecasting of future state.

The creation of intelligent DSS has become a natural continuation of the widespread use of conventional DSS. The main fundamental difference between intelligent and DSS is the presence of feedback and adaptability to changes in input processes [1, 2].

Intelligent DSS have been widely used to solve specific military tasks, namely [1, 2]:
- planning the deployment, operation of communication and data transmission systems;
- automation of troops and weapons control;
- training of personnel using training systems and complexes (training and monitoring the assimilation level of knowledge, skills and abilities by personnel);
- planning of combat training of units (subdivisions) and monitoring the quality of assimilation of learning material;
- reconnaissance of enemy objects and selection of fire destruction methods;
- determination of coefficients of operational and tactical importance of enemy objects;
- determination of the optimal composition of forces and means to achieve the goal of the operation (combat mission);
- collection, processing and generalization of intelligence information on the state of intelligence objects, etc.

The structure of intelligent DSS can be conventionally divided into 4 major layers:
- interface layer (interactivity and visualization);
- modeling layer (statistical models and machine learning: numerical models; game theory models, probability-statistical methods, etc.);
- data processing layer (data flow organization, work with databases and expert assessments);
- data collection layer (web scanning, sensors and programming interface).

Analysis of the experience of creating intelligent DSS shows that the most promising for their construction is an information technology based on a combination of different approaches [2–4]. One such approach is a combination of neuro-fuzzy cognitive models (NFCM), artificial neural networks (ANN) and genetic algorithms (GA). All this allows processing different types of data, adapting the structure to the type and amount of initial data, thereby increasing performance.

Evolutionary methods compared to conventional approaches have the following advantages:
- the ability to quickly adapt to the subject area, which, with little or no change, allows forming an NFCM and ANN structure that corresponds to a specific process;
- the ability to conduct a parallel search solution in several directions;
- avoiding the problem of falling into the local optimum trap;
- the ability to work under a priori uncertainty, non-linearity, stochasticity, chaos and all kinds of disturbances;
- have both universal approximating properties and fuzzy inference capabilities.

Evolutionary methods are widely used to solve various problems of data mining, planning, control, identification, emulation, forecasting, intelligent control, etc. on each layer of intelligent DSS.

Despite a successful application to a wide range of data mining problems, these systems have a number of disadvantages.

The most significant ones are as follows:
1. The complexity of choosing system architecture. As a rule, the model based on the principles of computational intelligence has a fixed architecture. Therefore, adapting the system to new data that are different from previous data may be problematic.
2. Training in batch mode and training for several epochs requires significant time resources. Such systems are not adapted to work online with a fairly high rate of new data.
3. Problems in taking into account indicators that have a complex structure of relationships and contradict each other.
4. The difficulty of considering the indirect influence of interdependent components in conditions of uncertainty.
5. Nonlinear interaction of objects and processes, non-stochastic uncertainty, nonlinear interaction, partial inconsistency and significant interdependence of components.

Thus, the combination of NFCM and GA allows for the analysis (assessment) of the object state and ANN allows for deep learning of databases.

There is an urgent scientific task to develop an estimation method in intelligent decision support systems using NFCM, GA and ANN.

2. Literature review and problem statement

The work [9] presents a cognitive modeling algorithm. The main advantages of cognitive tools are determined. When constructing the experimental model, target factors of the cognitive map were determined, connectivity analysis was performed, and the process of perturbation propagation on the graph was studied. The proposed model is used to assess and forecast economic activities and determine expected values of parameters that need to be monitored to diagnose trends in industrial development. The disadvantages of this approach include the lack of consideration of the type of uncertainty about the state of the analysis object.

The work [10] reveals the essence of cognitive modeling and scenario planning. The system of complementary principles of constructing and implementing scenarios is proposed, various approaches to constructing scenarios are allocated, the procedure for modeling scenarios on the basis of fuzzy cognitive maps is described. It is proposed to identify the concepts of the cognitive map by analyzing the internal and external environments of the organization, which will allow you to systematically look at the business conditions of the enterprise, predict further development and make right management decisions. The approach proposed by the authors does not take into account the type of uncertainty about the state of the analysis object and the delay in processing object state data.

The work [11] carried out the analysis of the main approaches to cognitive modeling. Cognitive analysis allows you to explore problems with fuzzy factors and relationships, take into account changes in the external environment and take advantage of objective trends in the situation. It is necessary to develop a system of criteria for the formalization and automation of decision-making in problem areas. It is also stated that the objectivity of the information processed must be taken into account.
The work [12] presents the method of large data sets analysis. This method is focused on finding hidden information in large data sets. The method involves the operations of generating analytical baselines, reducing variables, identifying sparse features and specifying rules. The disadvantages of this method include the inability to take into account different decision evaluation strategies.

The work [13] gives the mechanism of transformation of information models of construction objects to their equivalent structural models. This mechanism is designed to automate the necessary transformation, modification and addition operations during such information exchange. The disadvantages of this approach include the inability to assess the adequacy and reliability of the information transformation process.

The work [14] carried out the development of an analytical web platform for studying the geographical and temporal distribution of incidents. The web platform, contains several information panels with statistically significant results by territory. The web platform includes certain external sources of data on social and economic issues, which allow studying the relationship between these factors and the distribution of incidents at different geographical levels. The disadvantages of this analytical platform include the inability to assess the adequacy and reliability of the information transformation process, as well as high computational complexity.

The work [15] developed a method of fuzzy hierarchical assessment of the library services quality. This method allows evaluating the quality of libraries by a set of input parameters. The disadvantages of this method include the inability to assess the adequacy and reliability of the assessment.

The work [16] performed an analysis of 30 algorithms for processing large data sets. Their advantages and disadvantages are shown. It is found that the analysis of large data sets should be performed in layers, in real time and be able to self-study. The disadvantages of these methods include high computational complexity and the inability to verify the adequacy of the estimates.

The work [17] presents the approach of estimation of input data for decision - support systems. The essence of the proposed approach is to cluster the basic set of input data, analyze them, and train the system on the basis of the analysis. The disadvantages of this approach are the gradual accumulation of assessment and training errors due to the inability to assess the adequacy of decisions.

The work [18] presents the approach to processing data from different sources of information. The disadvantages of this approach include the low accuracy of the assessment and the inability to verify the reliability of the assessment.

The work [19] carried out a comparative analysis of existing decision support technologies, namely: analytic hierarchy process, neural networks, fuzzy set theory, genetic algorithms and neuro-fuzzy modeling. The advantages and disadvantages of these approaches are indicated. The scope of their application is defined. The analytic hierarchy process has been shown to work well with complete initial data, but it has a high degree of subjectivity due to the need for experts to compare alternatives and select evaluation criteria. The use of fuzzy set theory and neural networks is justified for forecasting problems in conditions of risk and uncertainty.

The work [20] developed a method of structural-target analysis of the development of poorly structured systems. The approach to studying conflict situations caused by contradictions in the interests of subjects influencing the development of the investigated system and methods for solving weakly structured problems based on the formation of situation development scenarios is proposed. The problem is defined as a mismatch of the existing system state to the required one, which is set by the subject of management. However, the disadvantages of the proposed method include the problem of local optimum and the impossibility of conducting a parallel search.

The work [21] presents a cognitive approach to the simulation of complex systems. The advantages of this approach, which allows describing the hierarchical composition of the system, are shown. The disadvantages of the proposed approach include the one-way search for solutions.

The analysis of the works [9–21] showed the following:

- The work [10] presents an algorithm for implementing the method;  
- The work [11] presents a mathematical description of the estimation process in intelligent decision support systems;  
- To achieve the aim, the following objectives were set:  
  - to formulate a mathematical description of the estimation process in intelligent decision support systems;  
  - to determine the algorithm for implementing the method;  
  - to give an example of application of the proposed method in the analysis of the operational situation of the troops (forces) group.

3. The aim and objectives of the study

The aim of the study is to develop a method of object state estimation in intelligent decision support systems, which would allow for the analysis of the object state.

To achieve the aim, the following objectives were set:

- to formulate a mathematical description of the estimation process in intelligent decision support systems;
- to determine the algorithm for implementing the method;
- to give an example of application of the proposed method in the analysis of the operational situation of the troops (forces) group.

4. Research materials and methods

The object of research is military monitoring objects. The objects can be control points of different control units containing a set of various control and data transmission means, air observation means, reconnaissance means, etc. The main hypothesis of the research is to determine the affiliation of the monitoring object (determination of its origin and quantitative and qualitative composition). Control points of individual brigades, operational and tactical groups of troops, operational groups of troops (forces) are considered as monitoring objects.

The research used the general provisions of artificial intelligence theory to solve the problem of object state anal-
ysis in intelligent decision support systems. Thus, artificial intelligence theory is the basis of the research.

Fuzzy cognitive models were used to solve the problem of describing the subsequent state of dynamic objects. They describe how complex multi-level objects change over time. An advanced genetic algorithm is used to increase the efficiency of constructing a fuzzy cognitive model. The research also uses the method of training artificial neural networks developed in previous works, which allows for deep learning of artificial neural networks. The essence of deep learning is to train the architecture, type and parameters of the membership function. The simulation was performed using MathCad 2014 software (USA) and Intel Core i3 PC (USA).

5. Results of research on estimation method development

5.1. Mathematical description of the estimation method in intelligent decision support systems

A mathematical description of the process of object state estimation for a dynamic system can be presented as:

$$∀t \in \{1,...,T,...\}, S_t =$$

$$s_j^0 F_i \left( \begin{array}{c} \Phi_{1}\left(s_j, s_{j-1}, ..., s_{j-l} \right) \\ \Phi_{2}\left(s_j, s_{j-1}, ..., s_{j-l} \right) \\ \vdots \\ \Phi_{N}\left(s_j, s_{j-1}, ..., s_{j-l} \right) \end{array} \right) \times \chi_t,$$

where $S$ is the multidimensional time series; $S_t = \left( s_j^0, s_j^1, ..., s_j^n \right)$ is the time sample of the state of the analysis object presented as a multidimensional time series at the $t$-th time point; $s_j^0$ is the value of the $j$-th component of the multidimensional time series at the $t$-th time point; $L_t$ is the maximum value of the time delay of the $j$-th component relative to the $j$-th one; $q_k$ is the operator to account for the interaction between the $i$-th and $j$-th components of the multidimensional time series; $F_i$ is the conversion to obtain $s_j^0, i=1,...,N; N$ is the number of components of the multidimensional time series; $t$ is the operator to account for the degree of object state awareness; $\chi$ is the operator to account for the noise degree of object state data.

From expression (2), we can conclude that it allows describing processes in the analysis object, taking into account time delays. Delays are required to collect, process and summarize information, taking into account the degree of object state awareness and data noise.

5.2. Algorithm for implementing the estimation method in intelligent decision support systems

The estimation method in intelligent decision support systems consists of the following steps (Fig. 1). It should be noted that the main procedures of the proposed method are described in detail in [23]. However, the key difference between this method and the known ones is that step 3 of this method uses the genetic algorithm improved by the authors, the main stages of which are shown in Fig. 2. The genetic algorithm allows for a multi-directional search by several individuals when constructing a fuzzy cognitive model.

1. Entering initial data (step 1 in Fig. 1).

At this stage, initial available data about the object to be analyzed are entered.

2. Processing initial data taking into account uncertainty (step 2 in Fig. 1).

At this stage, the type of uncertainty about the analysis object state is taken into account and the basic object state model is initialized [22].

3. Setting the values of factors and relationships between them (step 3 in Fig. 1).

At this stage, using the improved genetic algorithm, a parallel search for a solution is performed simultaneously by several individuals of the population to determine factors and relationships between them.

The idea of estimation using a genetic algorithm is to analyze possible object state estimation alternatives [9]. The estimation of each $k$-th object state alternative is carried out on the basis of the found expected alternative $x^{(k)}$, $k = 1,...,m$, and formation of an interval multicriteria estimate $P(x^{(k)})$. Here are the assumptions:

- Firstly, four object state alternatives $\{x^{(1)}, x^{(2)}, x^{(3)}, x^{(4)}\}$ are developed and analyzed;

- Secondly, four partial criteria of the state of the analysis object are considered, which can be represented as fuzzy trapezoidal numbers, and their boundaries may intersect. If it is necessary to increase the number of possible object state gradations, fuzzy polyhedral numbers can be used, which are presented in [22, 23];

- Thirdly, the partial state criterion is denoted by $s(x^{(k)})$, $s(x^{(k)}) = \{s_{1}^{(k)}, s_{2}^{(k)}, s_{3}^{(k)}, s_{4}^{(k)}\}$ are the pessimistic and optimistic estimates of the object state; $s_{1}^{(k)}, s_{2}^{(k)}$ is the interval of the expected state of the analysis object.

There is a limited set of object state alternatives $X = \{x^{(1)}, x^{(2)}, ..., x^{(n)}\}$, where each alternative is evaluated by a tuple of $n$ non-standardized interval partial criteria $C = \{c(x^{(k)})\}$, $j = 1, n$. The task is to find the vector of the expected state of the analysis object for each $k$-th object state alternative:

$$s(x^{(k)}) = \{s_{1}^{(k)}, s_{2}^{(k)}, s_{3}^{(k)}, s_{4}^{(k)}\}, \quad k = 1, m,$$

regarding the assessment of generalized utility characterizing the implementation of each $k$-th object state alternative:

$$P(x^{(k)}) = \sum_{j=1}^{n} w_{j}^{pm} p_{j}^{pm} \left( x^{(k)} \right), \quad k = 1, m , \quad j = 1, n,$$

with the possibility of further selection of an acceptable alternative, $w_{j}^{pm}$ is the normalized interval coefficient of relative importance of the $j$-th partial criterion of alternatives $x^{(k)} \in X$. $p_{j}^{pm} \left( x^{(k)} \right)$ is the normalized interval partial criteria of alternatives $x^{(k)} \in X \{0 < p_{j}^{pm} \left( x^{(k)} \right) < 1\}$.

Thus, the task of evaluating the feasibility of object state alternatives is described by the following objective function:

$$P(x^{(k)}) = \sum_{j=1}^{n} w_{j}^{pm} p_{j}^{pm} \left( x^{(k)} \right) \rightarrow \max , \quad x^{(k)} \in X,$$

and constraints
$$w_j^{norm} = [\alpha_{j1}, \alpha_{j2}, \alpha_{j3}, \alpha_{j4}],$$  \hspace{1cm} (4) \\
$$s_{min} \leq x^{(i)}(d) \leq s_{max},$$  \hspace{1cm} (5) \\
where \sum_{j=1}^{q} \alpha_{j} \leq 0, \sum_{j=q+1}^{s} \alpha_{j} > 0. s_1 and s_2 are the values of the minimum and maximum alternatives. The solution of the problem is combinatorial in nature and can be formulated as a search for the best solution. To find the expected alternative \( s^{(i)}(d) \), a genetic algorithm is proposed, consisting of the following steps (Fig. 2).

**Step 3.1. Entering initial data:** \( s^{(i)}(d) \) is the unregulated interval partial criteria of alternatives; \( s_{min} \) and \( s_{max} \) are the values of minimum and maximum alternatives; \( q \) is the number of iterations; \( d \) is the crossing over position; \( w_j \) is the interval coefficient of relative importance of the \( j \)-th partial criterion of alternatives, as well as the determination of the initial population size \( P=2p \).

**Step 3.2. Determination of necessary optimization conditions:** objective function (3) and constraints (4), (5).

**Step 3.3. Formation of the initial population – parent individuals** (four options of object state vectors for each \( k \)-th object state alternative) using a random number generator:

$$s_1^{(i)}(j) = \{s_1^{(i)}, s_2^{(i)}, s_3^{(i)}, s_4^{(i)}\},$$  \hspace{1cm} (8) 

$$s_2^{(i)}(j) = \{s_1^{(i)}, s_2^{(i)}, s_3^{(i)}, s_4^{(i)}\},$$  \hspace{1cm} (9) 

$$s_3^{(i)}(j) = \{s_1^{(i)}, s_2^{(i)}, s_3^{(i)}, s_4^{(i)}\},$$  \hspace{1cm} (10) 

$$s_4^{(i)}(j) = \{s_1^{(i)}, s_2^{(i)}, s_3^{(i)}, s_4^{(i)}\}.$$  \hspace{1cm} (11)

Formation of the initial population in which chromosomes are encoded as 8-digit sets of values. This type of chromosome allows leaving the genes arranged sequentially after the application of the mutation operator. Preservation of the continuous arrangement of genes allows the genetic crossing operator to copy continuous sections of the random access memory of the parent chromosomes into the daughter chromosome, which accelerates the crossing [10].

**Step 3.4. Checking the condition is met.** If condition (5) for parent individuals is met, go to step 8; otherwise, go to step 3.

**Step 3.5. Calculation of resource capacity of the obtained values and checking conditions for non-exceeding \( \text{res}_{ad} \) for each individual in the initial population:

$$\text{res}_g = f(U_{eff}).$$  \hspace{1cm} (6) 

where \( U_{eff} \) is the key efficiency indicator.

**Step 3.6. Calculation of the membership function of the level of target achievement \( \Lambda_{e}^{\text{res}} \),** which consists in the implementation of the iterative procedure for recalculating target indicators based on the developed fuzzy cognitive model:

$$\Lambda_{j}^{\text{res}} = f(U_{eff}), \ j = 1 \kappa.$$  \hspace{1cm} (7) 

**Step 3.7. Calculation of the stop parameter of the algorithm** based on the minimum deviation of the level of target achievement relative to the required value:

$$\Delta \Lambda_{\text{res}} = \Lambda_{\text{res}} - \Lambda_{\text{res}}^{\text{thr}}.$$  \hspace{1cm} (8) 

**Step 3.8. Adding the vector \( s^{(i)}(j) \) to the population.**

**Step 3.9. Implementation of a single-point crossover operation with the obtained options of the vectors of the \( k \)-th alternative \( s^{(i)}(j) \) (crossover point \( d<4 \)). Selection of individuals and formation of pairs of crossing in accordance with their fitness function. The proposed selection procedure is implemented using the mechanism of adaptation of the optimization algorithm parameters described in [1].

This adaptation mechanism is based on a compromise between the convergence rate and the quality of the obtained local-optimum solution, its essence is that the probability of selecting individuals varies flexibly depending on the search history [11].

For this purpose, the normal law of selection probability distribution is used. The mathematical expectation is taken equal to the value of the best fitness function for a given generation of the population chromosome. If in the next generation, there was a change in the best chromosome, the variance takes the maximum value, thereby expanding the search range. If for several generations, the best chromosome is found, the variance decreases, in the simplest case, it is proportional to the number of generations:

$$D = D_{max} - \beta \times g.$$  \hspace{1cm} (9)
Control processes

where $D_{\text{max}}$ is the maximum value of the variance; $\beta$ is the coefficient that determines the convergence rate of the algorithm; $g$ is the number of "unsuccessful" generations.

The mathematical expectation of the distribution function is equal to the value of the function $F_{\text{max}}$. The random variable $X_i$ is continuous, unlike the discrete values $F_k$, $k=1,2,...,M$, and it is necessary to choose the value $F_1$ of the fitness function, the distance from which to $F_{\text{max}}$ would be closest to the distance from $X_i$ to $F_{\text{max}}$:

$$k = \arg\min \| F_{\text{max}} - X_i \| - \| F_{\text{max}} - X_i \|.$$  \hspace{0.5cm} (10)

In this case, this value will be $F_i$.

In subsequent selection cycles, consideration should be given to the fitness function values corresponding to the individuals already selected in the previous cycles. This will ensure the diversity of the population.

The described mechanism forms prerequisites for elite selection, preserves the best of the found chromosomes of the population, and is used in three cases:
- before the crossover stage to select crossing individuals;
- before the mutation stage to select mutating individuals;
- after the application of all GA operators to select the most suitable individuals for the next generation.

As a result of the crossover operation, 12 descendant individuals are obtained:

$$s^i_k(x^{(i)}) = (s^i_1, s^i_2, s^i_3, s^i_4),$$

$$s^j_k(x^{(j)}) = (s^j_1, s^j_2, s^j_3, s^j_4),$$

... etc.

Fig. 2. Sequence of execution of the advanced genetic algorithm
The crossing over (crossover, crossing) operator allows creating descendant chromosomes on the basis of crossing parent chromosomes. Single-point crossing is the cutting of parent chromosomes at a random common cut (break) point and the exchange of the right parts “tails” of the chromosomes.

Step 3.10. Checking the condition is met. If condition (5) for the obtained descendant individuals is met, go to step 11; otherwise, go to step 9.

Step 3.11. Adding the vector \( s_i^k(x^{(i)}) \), \( h = 1, ..., 12 \) to the population.

Step 3.12. Implementation of the operation of single-point mutation of the obtained 12 descendant individuals (mutation point \( q < 4 \)). With the arrival of the descendant individual, a new descendant individual with mutated genes \( \bar{s}_1 = s_1^m = s_1^{w_1} = s_1^{w_2} \), ..., \( \bar{s}_{12} = s_{12}^m = s_{12}^{w_1} = s_{12}^{w_2} \) is obtained by mutation. Similarly, this operation is performed with other descendant individuals. The mutation operator allows making random changes in individuals, which subsequently acquire new properties. Single-point mutation is a random selection of a gene that exchanges its value with a nearby gene.

Step 3.13. Implementation of rationing of partial criteria \( p_{j}^{\text{norm}}(x^{(j)}) \), including the expected cost of alternatives for each \( k \)-th alternative of object state estimation by the formula

\[
c_j(x^{(j)}) = \left[ c_{j1}(x^{(j)}), c_{j2}(x^{(j)}), c_{j3}(x^{(j)}), c_{j4}(x^{(j)}) \right],
\]

\[
p_j^{\text{norm}}(x^{(j)}) = \left[ \frac{c_{j1}(x^{(j)})}{c_{j1}^{\text{max}}}, \frac{c_{j2}(x^{(j)})}{c_{j2}^{\text{max}}}, \frac{c_{j3}(x^{(j)})}{c_{j3}^{\text{max}}}, \frac{c_{j4}(x^{(j)})}{c_{j4}^{\text{max}}} \right],
\]

\[
c_{j}^{\text{max}} = \max \left\{ c_{j}^{(j,n)} \right\},
\]

where \( c_{j1}(x^{(j)}), c_{j2}(x^{(j)}) \) are the pessimistic and optimistic estimates of the interval boundaries, \( c_{j3}(x^{(j)}), c_{j4}(x^{(j)}) \) is the range of the most expected values. Calculation of the interval coefficients of relative importance \( w_j^{\text{norm}} \) norm of partial criteria by the formula:

\[
w_j^{\text{norm}} = \frac{w_j}{\sum_{j=1}^{N} w_j},
\]

where \( w_j \) is the interval coefficient of relative importance of the \( j \)-th fraction of the criterion, which can be represented as intervals, fuzzy triangular, trapezoidal and polyhedral numbers.

Step 3.14. Calculation of the values of the objective function (2) for all individuals of the population, namely for all options of the vectors of the expected object state.

Step 3.15. Selection of four individuals (four vectors) among 12 possible with the largest values of the objective function, which will be the parents for the next iteration (generation), or in the case of all iterations – the result of calculations.

Since the proposed task considers four alternatives of object state estimation, only four vectors of the expected state are selected. The selection of individuals is made by the rank method, so individuals of the population are ranked according to the value of their fitness function (ranking is carried out by increasing values). Since the estimates of the generalized utility \( P(x^{(j)}) \) are presented as trapezoidal fuzzy numbers, the Chu-Park method is used to select an acceptable object state alternative.

Step 3.16. Saving the obtained results.

Step 3.17. Checking the condition is met. If the condition of execution \( N_{\text{al}} < N_{\text{alg}} \) iterations is met, go to step 18; otherwise, go to step 8.

Step 3.18. Output of results (vectors of alternatives \( s^{(j)} \) and multicriteria estimate \( C_p(x^{(j)}) \) for each \( k \)-th alternative).

Step 3.19. Choosing an acceptable alternative. An acceptable alternative is one in which the generalized utility is the greatest.

End of the algorithm.

Procedures 4–9 of the proposed method are described in detail in [24].

5.3. Example of using the proposed method to analyze the operational situation of the troops (forces) group

Simulation of the solution search method according to the algorithm in Fig. 2 and expressions (1)–(13) is carried out. The simulation of the proposed evaluation method is performed in the MathCad 14 software environment (USA). The task of the simulation was to assess the elements of the operational situation of the troops (forces) group.

Initial data for assessing the state of the operational situation using the proposed method:

– the number of object state data sources – 3 (radio monitoring devices, remote earth sensing devices and unmanned aerial vehicles). To simplify the simulation, the same amount of each device was taken – 4 devices;

– the number of information features that determine the state of the monitoring object – 12. These parameters include: affiliation, type of organizational-staff formation, priority, minimum width on the front, maximum width on the front. The number of personnel, the minimum depth on the flank, the maximum depth on the flank, the total number of personnel, the number of weapons samples, the number of types of weapons samples and the number of communication devices are also taken into account;

– options of organizational-staff formation – company, battalion, brigade.

The cognitive map of the operational environment of the group is a square table (incidence matrix). The rows and columns mutually uniquely correspond to the basic factors of the operational situation of the troops (forces) group.

Table 1

Incidence matrix of the cognitive map of situation assessment

<table>
<thead>
<tr>
<th>No.</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
<th>#11</th>
<th>#12</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>#2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>#4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#7</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>#9</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#12</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
Tables 2, 3 present comparative results of evaluating the training efficiency of evolving artificial neural networks.

Before training, the observation features were normalized at the interval [0, 1].

<table>
<thead>
<tr>
<th>System</th>
<th>Algorithm parameters</th>
<th>XB (Xie-Beni Index)</th>
<th>Time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM (Fuzzy C-Means)</td>
<td>–</td>
<td>0.1903</td>
<td>2.69</td>
</tr>
<tr>
<td>EFCM</td>
<td>Dthr=0.24</td>
<td>0.1136</td>
<td>0.14</td>
</tr>
<tr>
<td>EFCM</td>
<td>Dthr=0.19</td>
<td>0.1548</td>
<td>0.19</td>
</tr>
<tr>
<td>Proposed system (batch mode)</td>
<td>delta=0.1</td>
<td>0.0978</td>
<td>0.37</td>
</tr>
<tr>
<td>Proposed system (online mode)</td>
<td>delta=0.1</td>
<td>0.1127</td>
<td>0.25</td>
</tr>
</tbody>
</table>

It is worth noting that the proposed training procedure showed a better PC (partition coefficient, PC) result compared to EFCM and a better operating time result compared to FCM. The research showed that this training procedure provides an average of 11–15% higher training efficiency of artificial neural networks and does not accumulate errors during training (Tables 2, 3).

This can be seen from the results in the last rows of Table 2, as the difference of the Xie-Beni index. However, as already mentioned, the known methods accumulate errors, so the proposed method suggests the use of evolving artificial neural networks.

Consider the genetic algorithm described above on a specific example.

There are four object state alternatives \( \{x_1^{(1)}\}, \{x_2^{(1)}\}, \{x_3^{(1)}\}, \{x_4^{(1)}\} \), described by four partial criteria. The criteria are: \( c_1 \) – duration of the operation, days; \( c_2 \) – number of personnel, people; \( c_3 \) – probability of achieving the goal of the operation, may not be achieved in whole or in part; \( c_4 \) – cost of the operation \( x_i = [767,830] \) CU. \( i = 1 \ldots 4 \). It is necessary to assess the state of the object and then select its current state.

The estimated values of the partial criteria of the object state for each alternative are presented in Table 4.

<table>
<thead>
<tr>
<th>Alternatives to achieving the goal of the operation</th>
<th>Partial object state criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1^{(1)} ) [9.5, 10, 10.7, 11]</td>
<td>( c_1 ) [10, 12, 13, 15]</td>
</tr>
<tr>
<td>( x_2^{(2)} ) [8.7, 9, 9.5, 10]</td>
<td>( c_1 ) [9.9, 10, 12]</td>
</tr>
<tr>
<td>( x_3^{(3)} ) [9.2, 9.6, 10, 10.3]</td>
<td>( c_1 ) [9, 10, 11, 12]</td>
</tr>
<tr>
<td>( x_4^{(4)} ) [9.5, 9.8, 10.3, 10.7]</td>
<td>( c_1 ) [10.11, 12, 13]</td>
</tr>
</tbody>
</table>

As a result, the following solutions were obtained, as shown in Table 5.

<table>
<thead>
<tr>
<th>Optimization results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternatives to achieving the goal of the operation</td>
</tr>
<tr>
<td>( x_1^{(1)} ) [600, 656, 661, 721]</td>
</tr>
<tr>
<td>( x_2^{(2)} ) [600, 692, 710, 736]</td>
</tr>
<tr>
<td>( x_3^{(3)} ) [600, 674, 693, 709]</td>
</tr>
<tr>
<td>( x_4^{(4)} ) [600, 655, 743, 750]</td>
</tr>
</tbody>
</table>

Table 2 shows that the alternative \( x_1 \) with the cost values \([600, 656, 766, 721]\) and the corresponding generalized utility \( F(x_1) = 0.94 \) is the best alternative to applying grouping. The distribution vector \([600, 656, 766, 721]\) means that in this option of using the troops (forces) group, the implementation of the alternative \( x_1 \) to using the troops (forces) group will be from 656 to 717 million conventional units.

6. Discussion of the results of estimation method development

The main advantages of the proposed estimation method are:
- flexible hierarchical structure of indicators, which allows reducing the problem of multi-criteria evaluation of alternatives to one criterion or using the vector of indicators for selection – expressions (2)–(13);
- unambiguity of the obtained object state estimate – expressions (5)–(13);
- wide scope of use (decision support systems);
- no accumulation of training errors (Tables 2, 3);
- adaptability of the system of indicators – expressions (2)–(5);
- learning not only the synaptic weights of the artificial neural network, but also the type and parameters of the membership function (Tables 2, 3);
- learning the architecture of artificial neural networks (Tables 2, 3);
- data calculation for one epoch without the need to store previous calculations;
- consideration of the type of uncertainty while constructing a fuzzy cognitive temporal model (step 2 in Fig. 2 as a result of continuing [22]);
- the possibility of synthesizing the optimal structure of the decision support system – expressions (2)–(5);
– the ability to quickly build a fuzzy cognitive temporal model by simultaneously searching for a solution by several individuals – expressions (5)–(13); 
– the ability to avoid the problem of local extremum – expressions (5)–(13).

The disadvantages of the proposed method include:
– loss of informativeness in object state estimation due to the construction of the membership function. This loss of informativeness can be reduced by choosing the type of membership function in the practical implementation of the proposed method in decision support systems. The choice of the type of membership function depends on the computing resources of a particular computing device;
– lower estimation accuracy based on a separate estimation parameter of the object state;
– lower estimation accuracy compared to other estimation methods.

This method allows:
– estimating the state of the object;
– identifying effective measures to improve management efficiency;
– increasing the speed of object state estimation;
– reducing the use of computing resources of decision support systems.

According to the results of analyzing the effectiveness of the proposed method its computational complexity is 11–15 % less compared to other approaches for decision effectiveness estimation, presented in Table 2.

The proposed method can be used in decision support systems of automated control systems of artillery units, special-purpose geographic information systems. It can also be used in DSS for aviation and air defense ACS and DSS for logistics ACS of the Armed Forces.

The limitations of the study are the need for an initial object state database, the need to take into account the delay in collecting and proving information from intelligence sources.

This study is a further development of earlier research aimed at developing methodological principles for improving the efficiency of data processing in special-purpose information systems [2–6, 22, 24].

Further research should be aimed at reducing computational costs in processing various types of data in special-purpose information systems using artificial intelligence methods [25–34].

7. Conclusions

1. Mathematical description of the estimation process in intelligent decision support systems was carried out. This mathematical description allows describing the processes that take place in intelligent decision support systems when solving object state analysis problems. The efficiency of the object state analysis process is chosen as an efficiency criterion of this method. In this description, the analysis process is presented as a multidimensional time series. This allows creating a hierarchical description of a complex process by levels of generalization and conducting appropriate analysis of its state.

2. The algorithm for implementing the method allows:
– conducting a multidimensional object state analysis under uncertainty;
– estimation under non-stochastic object state analysis under uncertainty;
– performing a topological analysis of the NFCM structure;
– considering the effect of initial data noise on data processing efficiency;
– taking into account the delay in transferring information from extraction points to processing points;
– taking into account the initial type of uncertainty of initial data in NFCM construction;
– conducting structural and parametric training of artificial neural networks for intelligent decision support systems;
– performing quick construction of a fuzzy cognitive temporal model by simultaneously searching in several directions by several individuals.

3. An example of using the proposed method on the example of assessing the operational situation of the troops (forces) group is given. This example showed an increase in data processing efficiency at the level of 11–15 % using additional advanced procedures.
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