The problem of improving the methodological and algorithmic support of the complexing process by developing models of adaptive redundant complexing of weighted interval data has been solved. The object of this study is the process of complexing interval data obtained from several independent sources; the subject is the algebraic methods of excessive complexing of weighted interval data. The relevance of the task is due to the severity of the problem of consolidating homogeneous data in order to obtain more accurate and relevant information about the object or process under study. Models have been developed that, unlike the existing ones, make it possible a posteriori to take into account the accuracy of experts at the preliminary stage of expert evaluation. A single analytical form of the model for processing weighted interval and point estimates with the possibility of structural and parametric tuning is proposed. It allows one to increase the degree of automation of processing expert assessments under conditions of interval uncertainty. Recommendations for the practical application of the proposed models have been formulated. Options for parametric configuration of preference functions were indicated depending on the characteristics of weighted interval estimates. The commonality of the limiting cases of the proposed models with previously known ones is proved. The example shows the shift of the integrated assessment to the side of more accurate assessments at the previous stage of source assessment. The adaptability of the proposed models is illustrated. At the same time, a slight, on average, about 10 %, expansion of the complexed interval relative to the primary ones was registered. The built models and algorithms can be used in automated expert systems, as well as in cascade models of information processing and compression.
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1. Introduction

The analytical work of hedge funds and various financial companies has traditionally focused, as a rule, on the analysis of fundamental market data [1], which are used to determine the parameters of trading and investment strategies. The rapid development of information and communication technologies has provided analysts with access to a wide range of new, alternative data sources. An example is StockTwits [2], a social network and microblogging platform where several hundred thousand investment professionals exchange information and trade.

In addition to data on individuals, data generated by various business processes are also accumulated and become available. These include transaction data, bank records, cashier scanner data, supply chain orders, company financial statements, press releases, etc. For example, customers of Eagle Alpha, one of the well-known business data providers, received JP Morgan’s transaction data sets. At the same time, they confirmed the effectiveness of using such data in the investment process, as well as data on social media sentiment, press releases, and any other messages of companies [3]. A number of researchers note the impact of sentiment, informativeness, innovation, and variability of the financial statements from SEC (US Securities and Exchange Commission) on the stability, profit, and value of the company’s shares [4].

The heterogeneity and novelty of sources of this kind of data contributed to the emergence of the term ‘alternative data’ (alt-data) and gave rise to a fast-growing service industry [5, 6]. At the same time, in the arsenal of providers of such services there are modern methods of quantitative and text analysis [7].
The process of data processing and analysis in modern information systems, in particular, financial and analytical ones, is characterized by the uncertainty of data of various nature, both objective and subjective. Taking into account the continuous increase in the volume of data, the relevance of the task of consolidation (integration, data fusion) of homogeneous data increases, in order to obtain more accurate and relevant information about the object or process under study.

The task of data integration can also arise in the process of predictive expert assessment when information from several sources (or obtained by different methods) is available to the expert. In this case, experts are faced with the need to form consolidated estimates, taking into account the uncertainty of primary data [8]. This task belongs to the technologies of the so-called «gray» analysis [9, 10], which is characterized by partial uncertainty of information.

The mathematical apparatus for combining such data should make it possible to take into account various kinds of uncertainty objectively inherent in the data. In this regard, promising areas are the creation of new and adaptation of existing methods of information processing to take into account the features of primary data [11]. They can be used to improve the methodological base of specialized expert systems and decision support systems, including investment ones.

Thus, a relevant task is to develop new and adapt existing methods of integration, taking into account the various forms and features of data uncertainty for the generation of consolidated assessments of the indicators of the state of the object of expertise. The solution to this urgent scientific and applied problem will increase the degree of automation of predictive assessment processes, as well as ensure the relevance of consolidated assessments of data on the object of expertise.

2. Literature review and problem statement

Consolidation of data from different sources in order to obtain a more accurate and reliable description of the object of expertise requires the use of specially developed methods of integration. They can be divided into three groups, depending on the type of complexation [12].

In complementary integration, information from several sources is fragments of some information about an object and is used to obtain more complete information about it. An example is a network of cameras with different fields of view to observe a certain space [13, 14].

In redundant aggregation, sources provide data on the same characteristic of an object in order to obtain a more reliable and relevant assessment of that characteristic. This type of integration is used to improve the reliability, accuracy, and reliability of data, and is often used to ensure fault tolerance and robustness of systems [15]. It is used, for example, to combine images coming from different cameras with a partially matching field of view to reduce noise levels [16].

In cooperative integration, information received from different sources is combined into new information, usually more complex than the original. A typical example is the determination of the location of an object based on azimuth and distance data from the reference point [17].

The process of data integration is characterized by objective problems associated with the peculiarities of data.

Inaccurate data. Data provided by different sources are often low accurate due to the influence of the procedure for obtaining them, the intrinsic properties of the sources, external factors, or the nature of the data itself. In such cases, the uncertainty that arises during the evaluation of data leads to a deliberately incorrect result.

Contradictory data. Multiple sources provide data that are inconsistent. The degree of inconsistency can range from low («release», partial contradiction) to extremely high (inconsistency of most of the data reported). Such a conflict may be a consequence of the internal properties of the data source (for example, the subjectivity of the expert or the error of the sensor) or the influence of external factors (for example, environmental conditions).

In contradictory data, sources provide data that are inconsistent. The degree of inconsistency can range from low («release», partial contradiction) to extremely high (inconsistency of most of the data reported). Such a conflict may be a consequence of the internal properties of the data source (for example, the subjectivity of the expert or the error of the sensor) or the influence of external factors (for example, environmental conditions).

The mathematical apparatus for combining such data should make it possible to take into account various kinds of uncertainty objectively inherent in the data. In this regard, promising areas are the creation of new and adaptation of existing methods of information processing to take into account the features of primary data [11]. They can be used to improve the methodological base of specialized expert systems and decision support systems, including investment ones.

Thus, a relevant task is to develop new and adapt existing methods of integration, taking into account the various forms and features of data uncertainty for the generation of consolidated assessments of the indicators of the state of the object of expertise. The solution to this urgent scientific and applied problem will increase the degree of automation of predictive assessment processes, as well as ensure the relevance of consolidated assessments of data on the object of expertise.

Heterogeneous data. Data from sources can be represented in the form of qualitatively different information characterizing the same object of examination. The assessment is complicated by the fact that in addition to quantitative values, the parameters can also be expressed by qualitative indicators.

Incomplete data. Often there is a situation when the data provided are not enough to obtain satisfactory knowledge about the object of examination. It is connected, first of all, with the impossibility of obtaining information from all sources. For example, when measuring with a wireless sensor network, the failure of the sensors, the radio module of the node, or the overload of the radio channel may be the reasons that some of the required data will not be delivered to the central node.

Large amount of data. The data supplied by the sources may differ in a significant volume, which makes it difficult to transfer and process them further. This problem is especially relevant when it comes to information obtained with the help of technical means [18]. The transfer of large amounts of data is always associated with an increase in the time, energy, and computational resources of the system. Integration procedures should reduce the size of the data while retaining meaningful information.

Since the solution to the problem of combining predictive estimates by definition allows for a multiplicity of solutions [19, 20], in modern publications you can find different approaches to the solution. At the same time, they can be characterized as static [21, 22] or dynamic [23].

In the case when the assessments of experts are formed in interval form [24], the application of classical methods of complexation becomes very difficult. This is due, first of all, to the fact that attempts to reduce interval estimates to point estimates do not always adequately take into account the specificity of the task [25]. Direct comparison of interval quantities by means, for example, of the utility function [26], does not make it possible to achieve the necessary commodity of the solution.

The main approaches to the integration of interval data include methods based on the Dempster-Schafer obvious theory [27, 28] but they cannot simultaneously ensure the uniqueness of the result of integration and its resistance to the inconsistency of the input data.

The application of methods based on probability theory and mathematical statistics [29, 30] is difficult since in many cases there is a contradiction between the postulates of probability theory and interval analysis.

Methods of fuzzy logic [31] are in many cases more in demand. However, additional input on fuzzy data membership functions is needed to use them effectively.

The group of methods of approving voting [32], despite its simplicity, has a significant drawback. In the case of poorly coordinated intervals, the probability of the appearance of so-called paradoxes is high. This leads to false results.

A statistical approach is also used to determine the smallest consistent subset of intervals and then calculate the
The purpose of this study is to improve the methodological and algorithmic support of the process of integrating interval data, taking into account additional expert information. This will provide an opportunity to expand the range of input data and increase the degree of automation of expert information and analytical systems.

To accomplish the aim, the following tasks have been set:
- to consider the prerequisites for the formalization of expert data in an interval form;
- to construct models of adaptive integration of weighted interval data.

The concept of «interval» or «interval number» \([x]\) within the framework of this problem will be interpreted in the classical sense [36–40], as a set of possible values of an unknown true value \(x\), that is, as a limited interval of its uncertainty:

\[
[x] = [\underline{x}, \overline{x}] = \{x | \underline{x} \leq x \leq \overline{x}\},
\]

where \(\underline{x}, \overline{x}\) is the lower (left) and upper (right) boundary of the interval, respectively.

The width or window of the interval \([x]\) is the value

\[
\text{wid}(x) = \overline{x} - \underline{x}.
\]

In interval arithmetic, real numbers are identified with zero-width intervals (degenerate intervals) \([x] = [\underline{x}, \overline{x}]\). For two intervals \([a] = [\underline{a}, \overline{a}]\) and \([b] = [\underline{b}, \overline{b}]\) in classical interval arithmetic, the following operations are specified:

\[
[a] + [b] = [\underline{a} + \underline{b}, \overline{a} + \overline{b}],
\]

\[
[a] - [b] = [\underline{a} - \overline{b}, \overline{a} - \underline{b}],
\]

\[
[a] / [b] = \left\{ \begin{array}{ll}
\min \{ab, \overline{a} \underline{b}, \overline{a} \overline{b} \}, & \text{max} \{ab, \overline{a} \underline{b}, \overline{a} \overline{b} \}, \\
\end{array} \right.
\]

\[
[a] / [b] = [\underline{a} / \underline{b}, \overline{a} / \overline{b}], \quad 0 \not\in [b].
\]

Operations similar to arithmetic and applicable to intervals are considered by a special field of mathematics – interval analysis [41].

The use of interval analysis makes it possible to enclose in the intervals those solutions to problems whose input data are known only that they lie in some intervals. As is known, there are several ways to process interval quantities: classical interval arithmetic [42], generalized interval arithmetic [43], Kaucher arithmetic [44], interval analysis [36, 39–41, 43, 44].

In classical interval arithmetic, symbolic transformations become impossible since the distributive law is not fulfilled and there are no inverse elements [36]. Interval analysis, by contrast, is devoid of this drawback. It pursues the goal of finding the area of possible values of the result, taking into account the data structure and functions specified in symbolic form. This makes it possible to save information about the set of possible values of the model parameters during the transformations [49].

5. Improvement of methodological support for the process of interval data integration, taking into account additional expert information

5.1. Prerequisites for the formalization of expert data in interval form

The prerequisites for the formalization of expert assessments in interval form may be the following factors [46]:
- in the process of predictive expert evaluation, the interval form of assessments may arise directly as a result of the execution of the examination task [47];
- the results of measurements of the parameters of the object of examination, direct or indirect, performed with errors, can naturally be represented in interval form [36];
- interval models are preferable to probabilistic-statistical ones in the case of one-time decisions [48];
- the apparatus of interval analysis has proved its effectiveness in solving various scientific and practical problems [37];
- algorithms for processing interval data, as a rule, do not require specialized tools for software implementation.

5.2. Construction of models of adaptive integration of weighted interval data

Problem statement. It is necessary to synthesize a consolidated interval weighted assessment by combining particular, in the general case poorly coordinated, weighted interval estimates of experts of the form:

\[
[x_i] = [\underline{x_i}, \overline{x_i}], \quad \alpha_i = P(X \in [x_i]), \quad i = 1, \ldots, N,
\]

where \([x_i]\) are the interval estimates of experts with a total number of \(N\), \(\alpha_i\) are the confidence probabilities attributed to them by experts [29, 30].

It is logical to interpret the parameter \(\alpha\) as the degree of confidence of the expert in finding the parameter \(X\) inside the corresponding interval \([x_i]\). Given that the interval \([x_i]\) with the «weight» \(\alpha_i\) is a three-parameter data model, within the framework of this paper we shall use the term «weighted interval». It does not matter how the weight of the interval is called in the procedure of expert estimation: «confidence interval», «degree of confidence of the experts», or something else. The only requirement for \(\alpha_i\) parameter is that it is limited:

\[
0 < \alpha_i \leq 1.
\]

The limit value of parameters \(\alpha_i = 1\) reduces model (7) to the classic two-parameter interval data model.
The main approaches to finding the integrated interval are the Marzullo method [49] and its modification. For example, in [30] it is proposed to select subsets of the maximum or in advance of a given power on the combined set of intervals. In [50, 51], a method for combining interval data based on preference aggregation is proposed. These methods are widely used in the field of information and communication networks, in particular in synchronization tasks. However, these methods give the best results when the set of primary data for the complex is predominantly consistent, that is, most of the intervals overlap in pairs. Within the framework of the task, the interval assessments of experts are poorly coordinated, in contrast to the data from automatic monitoring systems.

Formulations of assumptions and limitations of the set problem in accordance with [46]:

1. The paradigm of interval analysis is taken as the basic one. It takes into account, in addition to the rules of classical interval arithmetic, the physical meaning and logic of analytical transformations of the mathematical model of complexing.

2. The main hypothesis is that the complexed interval estimation belongs to the set of superpositions of the original partial interval data:

\[ [x^*] = \sum_{i=1}^{N} w_i [x_i] \]

(9)

where \( w_i \) are the weightings of the aggregation model.

3. It should be ensured that each of the interval methods of integration being developed in the extreme case (when the interval estimates are narrowed to point estimates with unit weights) would be reduced to an appropriate method of integrating point estimates.

4. Data from experts shall be considered unbiased until the contrary is justified.

5. The history of multiple evaluation is available for accumulation and statistical processing.

The study was conducted by analytical modeling. The simplest algebraic model of integration can be considered the arithmetic mean of weighted interval data (7):

\[ [x^*] = \frac{1}{\sum_{i=1}^{N} \alpha_i} \sum_{i=1}^{N} \alpha_i [x_i] \]

(10)

or, in designations of (9)

\[ w_i = \frac{\alpha_i}{\sum_{i=1}^{N} \alpha_i} \]

(11)

In this case, we shall search for the weight of the complexed interval for the following reasons. Let the measure of the quality of the result of the expert’s work be, in addition to accuracy, the degree of proximity of the interval weighted estimate to the point with a single confidence probability. In this case, the greater the confidence probability \( \alpha_i \) and the smaller the width of the \( \text{wid}[x] \) assessment, the more preferable the expert’s assessment can be considered. Then it is acceptable and logical to assume that the complexed interval will average the selected quality assessment for all experts:

\[ \frac{\text{wid}[x^*]}{\alpha} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{wid}[x_i]}{\alpha_i} \]

(12)

Hence,

\[ \alpha' = N \frac{\text{wid}[x^*]}{\sum_{i=1}^{N} \frac{\text{wid}[x_i]}{\alpha_i} \alpha_i} \]

(13)

Thus, on the basis of the initial data in the form of (7), it is possible to obtain a complexed interval (10) with weight (13), that is, a model of integration of the following type:

\[ [x^*] = \frac{\sum_{i=1}^{N} w_i [x_i]}{\sum_{i=1}^{N} w_i} \]

(14)

Adaptive aggregation. In the case when the results of the previous assessment are known, that is, the magnitude of absolute deviations in the interval form for the time \( t=T \):

\[ \Lambda = [x^*] - [x] = [\Delta U] \]

(15)

there is a problem of quantitative comparison of interval numbers.

The direct use of classical interval arithmetic in this case is unacceptable [36]. Nevertheless, there are several options for formalizing such a task. For example, in [36] a graph-analytical formalization of the problem of comparing interval numbers is proposed. It allows us to express the measure of the reliability of hypotheses about the mutual arrangement of two numbers within the intervals through the relations between the characteristic areas inside the rectangle formed by the interval numbers themselves.

Another variant of formalization is proposed in [52, 53] and is associated with the construction of adjusted interval logic. The assumptions in this model are not absolutely strict, which leads to failures in some special cases.

To formalize such a problem, one can also use the magnitude of the distance between the interval numbers \( \text{dist}([a],[b]) = \max([a-b],[a+b]) \), however, the distributional logic is not strictly observed, which casts doubt on the possibility of full-fledged practical application of this option.

The formalization option proposed in [46, 54] was used to determine the quantitative measure of the proximity of interval errors to zero. This choice is subjective and due to the wide possibilities of parametric tuning of the model in this case.

According to [46], the quantitative measure of the proximity of the interval error \( \Delta = [\Delta U] \) to zero can be determined as follows:

\[ u' = \frac{1}{\text{wid}[\Lambda]} \int_{\Lambda} u(\Lambda) d\Lambda, \]

(16)

where \( u(\Lambda) \) is a preference function, even, monotonically decreasing, non-negative on the entire real axis.
The choice of the type of function \( u(\Delta) \) depends on the characteristics of the particular study. For example, the use of inversely proportional:

\[
u = \frac{1}{|\Delta|},
\]

(17)
inversely quadratic:

\[
u = \frac{1}{\Delta^2},
\]

(18)
or piecewise-linear

\[
u(\Delta) = \begin{cases} k(\Delta - |\Delta|) & \text{if } |\Delta| < \Delta^* \\ 0 & \text{if } |\Delta| > \Delta^* \end{cases}
\]

(19)

functions. For example, the choice of form (19) ensures the cutting off of sources that do not provide a predetermined allowable error level \( \Delta^* \). This translates the integration model into the category of selective [30].

Having standardized the indicators \( \alpha_i \) and \( u_i^* \), we obtain expressions for the weighting coefficients \( w_i \) of the integration model (9):}

\[
w_i = \frac{\alpha_i u_i^*}{\sum_{i=1}^{N} \alpha_i u_i^*}, \quad i=1,...,N. \tag{20}
\]

The weight of the complexed interval will be found by analogy with (12).

Thus, the obtained model of interval data integration:

\[
\left[ x^* \right] = \sum_{i=1}^{N} w_i \left[ x_i \right],
\]

\[
w_i = \frac{\alpha_i u_i^*}{\sum_{i=1}^{N} \alpha_i u_i^*},
\]

\[
u_i^* = \frac{1}{\text{wid}[\Delta]} \int_{\Delta} u(\Delta) \text{d}\Delta,
\]

\[
\alpha_i = N \frac{\text{wid}[x^*]}{\sum_{i=1}^{N} \text{wid}[x_i]},
\]

\[i=1,...,N, \quad \alpha_i \neq 0\]

is adaptive to the results of the previous assessment, expressed in the form of absolute deviations of past assessments of experts (15).

If the confidence probabilities \( \alpha_i^*, i=1,...,N \) used by the experts in the previous assessment are also known, the quality of the expert's assessment \( \mu_i \) can be specified as a function of two variables:

\[
\mu_i(\alpha_i^*, u_i^*) = \alpha_i^* u_i^*.
\]

(22)

It is not difficult to verify that function (22) turns to zero at \( \alpha_i^* = 0 \) or \( u_i^* = 0 \).

Then, taking into account (22), model (21) can be transformed as follows:

\[
\left[ x^* \right] = \sum_{i=1}^{N} w_i \left[ x_i \right],
\]

\[
w_i = \frac{\alpha_i \alpha_i^* u_i^*}{\sum_{i=1}^{N} \alpha_i \alpha_i^* u_i^*},
\]

\[
u_i^* = \frac{1}{\text{wid}[\Delta]} \int_{\Delta} u(\Delta) \text{d}\Delta,
\]

\[
\alpha_i^* = N \frac{\text{wid}[x^*]}{\sum_{i=1}^{N} \text{wid}[x_i]},
\]

\[i=1,...,N, \quad \alpha_i \neq 0\]

Model (23) is adaptive to the results of the previous weighted interval estimation with weights \( \alpha_i^*, i=1,...,N \), expressed as absolute deviations of past estimates of experts (15).

Note that in the obtained models (21) and (23) it is possible to process both interval estimates and point estimates simultaneously in one set of expert data. In this case, expression (16) for point data will be simplified and will take the following form:

\[
u_i = u(\Delta),
\]

(24)

that is, the degree of proximity of the error to zero for point data is defined as the value of the preference function at the point \( \Delta \).

It can be verified that at \( \alpha_i^* \to 1, i=1,...,N \), model (23) degenerates into model (21), and, at the limit values of the parameters,

\[
\text{wid}[x_i] \to 0,
\]

\[
\alpha_i, \alpha_i^* \to 1,
\]

\[
u(\Delta) = \frac{1}{\Delta^2}
\]

(25)

both models coincide with the aggregation model for point estimates given, for example, in [20].

Adaptive aggregation models in the form of (14), (21), (23) make it possible a posteriori to account for the accuracy of experts. Another distinctive feature of the proposed models is the absence of a requirement for a high degree of consistency of expert assessments.

The analytical form of the built models makes it possible to directly process both interval and point estimates at the same time (Fig. 1).

Fig. 1. Example of algebraic aggregation of three interval and two point weighted estimates
The adaptability of the built models is ensured by retrospective comparison of errors in expert assessments. Under conditions of interval uncertainty, the comparison of intervals is carried out using a preference function (Fig. 2).

Table 1 gives an example of adaptive data aggregation from Fig. 1.

Fig. 3 graphically presents the results of integration – gray rectangles with heights proportional to the weights of the obtained intervals are built over the combined intervals obtained using models (14), (21), and (23).

As can be seen from Fig. 3, the expansion of the integrated intervals relative to the initial intervals is on average about 10%, which can be considered a satisfactory result.

### Table 1

<table>
<thead>
<tr>
<th>No. of source i</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimates $[x_i]$ at time $t=T+1$</td>
<td>[2, 3]</td>
<td>[5, 6]</td>
<td>[6, 8]</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Weight (confidence) $\alpha_i$</td>
<td>0.6</td>
<td>0.8</td>
<td>0.5</td>
<td>1</td>
<td>0.7</td>
</tr>
<tr>
<td>Aggregated estimation $[x^*]$ at moment $t=T+1$, model (14)</td>
<td>[4.08, 4.75]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (confidence probability) $\alpha^*$, model (14)</td>
<td>0.482</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forecast estimates $[x_i]$ at time $t=T$</td>
<td>[9, 10]</td>
<td>[7, 8]</td>
<td>[6, 8]</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Weight (confidence probability) $\alpha^*$, point in time $t=T$</td>
<td>0.5</td>
<td>0.9</td>
<td>0.7</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>Actual value at time $t=T$</td>
<td>8.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute interval error $\Delta^i$ at time $t=T$</td>
<td>[-1.9, -0.9]</td>
<td>[0.1, 1.1]</td>
<td>[0.1, 2.1]</td>
<td>1.1</td>
<td>2.1</td>
</tr>
</tbody>
</table>

$u(\Delta) = \frac{1}{\sqrt{\Delta}}$

Quantitative measure of the proximity of the interval error $u^i$, models (21), (23) | 0.75 | 2.40 | 1.52 | 0.91 | 0.48 |
| Weighting coefficients $w_i$ of the model of complexation (21) | 0.103 | 0.439 | 0.174 | 0.208 | 0.076 |
| Aggregated estimation $[x^*]$ at time $t=T+1$, model (21) | [4.45, 5.34] |
| Weight (confidence probability) $\alpha^*$, model (21) | 0.643  |
| Weighting coefficients $w_i$ of the integration model, model (23) | 0.038 | 0.526 | 0.126 | 0.197 | 0.113 |
| Integrated estimation $[x^*]$ at time $t=T+1$, model (23) | [4.619, 5.435] |
| Weight (confidence probability) $\alpha^*$, model (21) | 0.59   |

$u(\Delta) = \frac{1}{\Delta^2}$

Quantitative measure of the proximity of the interval error $u^i$, models (21), (23) | 0.585 | 9.091 | 4.762 | 0.826 | 0.227 |
| Weighting factors $w_i$ of the aggregation model, model (21) | 0.132 | 0.662 | 0.217 | 0.073 | 0.014 |
| Aggregated estimation $[x^*]$ at time $t=T+1$, model (21) | [4.97, 6.097] |
| Weight (confidence probability) $\alpha^*$, model (21) | 0.815  |
| Weighting coefficients $w_i$ of the integration model, model (23) | 0.112 | 0.752 | 0.149 | 0.068 | 0.02  |
| Integrated estimation $[x^*]$ at time $t=T+1$, model (23) | [4.98, 6.041] |
| Weight (confidence probability) $\alpha^*$, model (23) | 0.767  |

$u(\Delta) = \frac{1}{\Delta^3}$

Quantitative measure of the proximity of the interval error $u^i$, models (21), (23) | 0.6   | 1.4   | 0.95  | 0.9   | 0     |
| Weighting coefficients $w_i$ of the model of complexation (21) | 0.126 | 0.392 | 0.166 | 0.315 | 0     |
| Aggregated estimation $[x^*]$ at time $t=T+1$, model (21) | [4.158, 5.009] |
| Weight (confidence probability) $\alpha^*$, model (21) | 0.615  |
| Weighting coefficients $w_i$ of the integration model, model (23) | 0.05  | 0.502 | 0.129 | 0.319 | 0     |
| Integrated estimation $[x^*]$ at time $t=T+1$, model (23) | [4.341, 5.151] |
| Weight (confidence probability) $\alpha^*$, model (23) | 0.583  |
6. Discussion of results of the construction of models of adaptive redundant integration of weighted interval data

The main features of the proposed mathematical apparatus, which may be important in its practical use, are as follows:

1. The proposed models of integration are algebraic, built on the paradigm of interval analysis, and in parametrically limiting cases degenerate into known models of integration.

2. The requirements for interval estimates of experts regarding their width do not differ from those in most practical problems of interval analysis. The actual terms of reference for the examination should limit the allowable sizes of the intervals, for example, within 20% of the average values, which, as a rule, is sufficient for most practical situations. This should prevent the degeneration of the interval model of integration into an analytical one, with complete parametric uncertainty.

3. It should be borne in mind that the integration operation shows an effective result only if the assessments of all experts are not biased, which is extremely difficult to ensure in most practical situations. Nevertheless, the repeated use of the integration procedure makes it possible to ensure a gain in the accuracy of the final estimates.

4. The independence of experts, which is a prerequisite for the correctness of any model of integration, should be provided (or at least assessed) by the technology of expert evaluation itself. For this purpose, there are special methods, for example, correlation analysis, which are not the subject of consideration in this seminar paper.

5. When choosing a preference function \( u(\Delta) \) in the form of (17) and (18), it should be borne in mind that its use for experts who gave absolutely accurate estimates in the previous assessment will not be informative. The same can be said about interval errors containing zero. In this regard, the form of the preference function (19) seems to be most popular in practical problems. It is devoid of this drawback and has wide possibilities of parametric adjustment.

6. Analytical transformations used in the construction of models do not contradict either the rules of classical interval arithmetic or the postulates of interval analysis. This is a guarantee that there will be no unpleasant effect of artificial expansion of intervals in the model. Therefore, it is not necessary to use non-classical interval arithmetic, for example, Kaucher arithmetic.

7. The proposed models can be included in the methodological support of automated systems for processing expert information.

The advantages of the built models include the following features:

1. The proposed models of integration of interval weighted data are invariant to the type of input data. They allow you to process both interval and point estimates.

2. Adaptive models allow for structural and parametric adjustment by selecting the form and coefficients of the preference function. In a single analytical form, they combine classes of hybrid and selective models.

3. The output parameters of the models have the same set of characteristics as the input parameters, namely, they are weighted intervals. This opens up prospects for their use in cascading models of information processing and compression.

4. Algorithmic and program implementation of the proposed models is not problematic and can be carried out even in a tabular editor. The results of the simulation can be easily presented in graphical form, which provides visibility in the process of processing the results of the examination.

A set of proposed integration models can be included in the circuit of an automated system for processing expert information (Fig. 4).

The practical significance of the built models lies in obtaining an analytically rigorous apparatus for consolidating weighted interval expert assessments. First of all, the built models can be in demand in the tasks of group expert assessment. They can also find applications in automated information compression processes. This is made possible by storing a set of attributes of the output parameters of the model relative to the input parameters. Thus, cascading data collapse becomes possible, which is characterized by a significant reduction in the amount of primary data without loss of relevance.

The variety and volume of data available to modern business analysts objectively indicates that in many practical tasks there may be interval data uncertainty. In particular, in the process of group predictive expert review, data from experts can be obtained in interval form. A feature of this study is the consideration of additional expert information, expressed in the form of weights assigned to interval estimates. To solve the problem of combining such data, an interval analysis apparatus was chosen. It makes it possible to ensure, on the one hand, the mathematical rigor of the model, on the other hand, the uniqueness of solving the problem of integration.

As a result, it was possible to obtain an analytical family of integration models in the form of (21) and (23), which has the property of adaptability. The adaptability of the obtained models is manifested in the fundamental ability to take into account the accuracy of experts at the previous stage of assessment. This is an advantage in situations where the assessment is done repeatedly, which is typical for many practical tasks. Another advantage of the obtained models is their performance in the case of poorly agreed intervals, which is typical for predictive expert evaluation. An important property
of the adaptability of the proposed models of integration was achieved by using the preference function of a special kind (17) to (19), shown in Fig. 2. This made it possible to strictly formalize the task of comparing interval assessment errors inherent in experts. Unlike, for example, [30], where the problem of aggregation was solved for agreed weighted intervals, the built models have a number of differences. First, they provide the uniqueness of the parameters of the complex interval, namely the values of its width and weight. Second, they are adaptive.

The use of the preference function also made it possible to provide the possibility of structural and parametric adjustment of the integration models. Recommendations for setting up models are formulated on the basis of the features of analytical functions (17) to (19). They prevent the degeneration of models in some special cases. At the same time, it was possible to achieve commonality in the limit cases of the proposed models with known ones, given, for example, in [20].

Thus, the built models can be included in the arsenal of information technologies of expert analysis (Fig. 4), thereby expanding their methodological and algorithmic base. This makes it possible to expand the range of data with which such technologies can work effectively. The presence of weighted weakly agreed interval estimates among the input data in this case will not require pre-processing. The use of highly specialized models and methods makes it possible to take into account the type of input data. This preserves the objective uncertainty inherent in the data until the very moment of decision-making. Thus, the researcher avoids the risk of unnecessarily simplifying the data model in the early stages of the analysis.

The main limitation of the proposed models is subjectivity in the process of choosing the type and parameters of the preference function. In addition, the issues of the independence of sources and the non-bias of their assessments remain critical. Nevertheless, they are inherent in all models of integration and are solved by data pre-processing methods.

The disadvantages of the model include a relatively small (about 10%) expansion of the final integrated intervals relative to the original ones. This can lead to unacceptable spacing in large-dimensional tasks. If, within the framework of the task of predictive expert assessment, it can be assumed that the number of experts does not exceed ten, in other cases it can be measured in hundreds. As this has a direct impact on the accuracy of the final estimates, subsequent seminal papers may investigate this issue. This can serve as a development of the proposed models in terms of estimating the upper limit of adequacy, as well as a whole group of models reported, for example, in [8, 20, 21, 30, 46].

7. Conclusions

1. Within the framework of the task of group predictive expert assessment, the prerequisites for the formalization of expert data in interval form are formulated. The objective uncertainty of primary expert data, formalized in the form of weighted intervals, is proposed to be taken into account in an integrated assessment. Interval analysis was chosen as a tool for solving this problem, taking into account the weak consistency of expert assessments.

2. Models of adaptive integration of weighted interval data have been developed. Their peculiarity, in addition to the analytical form, is the ability to take into account the accuracy of experts at the previous stage of assessment. In addition, a single analytical form of the model makes it possible to process weighted interval and point estimates. The proposed models are analytically rigorous, which ensures the uniqueness of the final integration interval. When solving practical problems, this makes it possible to increase the degree of automation of the processing of expert assessments under conditions of interval uncertainty. An example illustrates the adaptability of the proposed models. It is expressed in the drift of complex assessments towards more accurate ones at the previous stage of expert assessment. The centers of the integration intervals shift by 4–14% in the direction of more accurate sources. At the same time, a slight, on average about 10% expansion of the integration interval relative to the original ones was registered.
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