The object of research is the process of segmentation of optoelectronic images acquired from space observation systems. The method of segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm, unlike known ones, involves the following:

- the pre-selection of brightness channels of the Red-Green-Blue color space in the original image;
- calculation of the level of luminosity for each firefly;
- assigning each firefly with the neighboring firefly, within a certain radius, whose level of luminosity is higher than the natural level of luminosity of the firefly;
- determination of the coordinate of the updated position of the firefly in each brightness channel.

An experimental study into the segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm was carried out. It is established that the improved segmentation method based on the firefly algorithm allows for the segmentation of optoelectronic images acquired from space observation systems.

The quality of segmentation of optoelectronic images by the method based on the firefly algorithm was evaluated in comparison with methods based on the particle swarm algorithm and the Sine-Cosine algorithm. It was found that the improved method based on the firefly algorithm reduces the segmentation error of the first kind by an average of 11% and the segmentation error of the second kind by an average of 9%. This becomes possible by using the firefly algorithm.

Methods of image segmentation can be implemented in software and hardware systems for processing optoelectronic images acquired from space surveillance systems.

Further studies may focus on comparing the quality of segmentation method based on the firefly algorithm with segmentation methods based on genetic algorithms.
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1. Introduction

Modern space systems of optoelectronic surveillance make it possible to acquire information about a situation over large areas from a single image and almost without distance restrictions [1]. The relevance of using information from space systems of optoelectronic surveillance is due to the receipt of information in real time, the availability in ob-
taining (acquiring) satellite imagery materials, the objectivity of obtaining data, etc. This is especially true for solving military-related tasks [2, 3].

The quality of processing and segmentation of optoelectronic images acquired from space observation systems is subject to appropriate requirements for reliability, accuracy, and completeness [4, 5]. Given the need to explore large areas on space images, the workload of decoder operators, and the limited time for processing space imagery materials, their qualitative and timely segmentation in a non-automated way becomes almost impossible [6].

Regarding the automated processing of space imagery materials, which are raster digital images, their processing in specialized graphic editors or in computer-aided design systems is almost impossible due to the large volumes of the image.

Existing methods of segmentation of optoelectronic images acquired from space surveillance systems do not meet the above quality requirements and have certain disadvantages. The main disadvantage of known segmentation methods is the high level of errors of the first and second kind. Given the size of the image, this can lead to corresponding errors in the decryption of the optoelectronic image.

Therefore, the development of methods for segmenting optoelectronic images acquired from space observation systems is an urgent task.

### 2. Literature review and problem statement

In [7], existing software and hardware systems for processing information from space systems of optoelectronic surveillance and geospatial data management are considered. The disadvantage of software and hardware systems is that they only collect incoming information and lack automated processing.

In [8], the possibility of supplementing software and hardware systems [7] with special software for working with geospatial data is considered. But in [8] the stage of segmentation of optoelectronic images acquired from space surveillance systems is not considered.

In [9], existing specialized software for processing remote sensing data for solving the problem of selecting objects of interest on satellite imagery materials is considered. Specialized software [9] use known methods of segmentation. The disadvantage of [9] is the use of an individual format that is not supported by graphics editors and other remote sensing data processing packages and is not exported to generally accepted and common raster image storage formats.

To solve the problem of semantic segmentation, an improved architecture of the encoder-decoder is proposed in [10]. The advantage of [10] is to solve the problem of precise segmentation of optoelectronic images by combining local contextual details about neighboring pixels in the image with an encoder network. The main disadvantage is the possibility of capturing inherent characteristics in a local and global context only for images acquired from unmanned aerial vehicles.

In [11], for segmentation of images of remote sensing of the Earth, the detection of objects of interest using short connections with a known data set with subsequent division into one of the options (simple or complex case) was proposed. The advantage of [11] is the high quality of segmentation when processing real images with a complex background. The disadvantage of [11] is the good segmentation results only for high-resolution input images and the detection of one type of object of interest, namely the aircraft.

In [12], an approach to semantic segmentation of images acquired from aerial and space observation systems is proposed. The essence of this approach is to isolate the boundaries of natural objects, in the subsequent recognition of textures using digital wavelet transformation and local binary patterns. The advantage of [12] is to obtain systematic information for solving problems in a particular area. The disadvantage of [12] is the identification of only a certain type of objects of interest and the use of a limited texture dictionary.

To detect and identify objects of interest of different sizes on satellite images of any resolution and quality, an improved method of segmentation of satellite images is proposed in [13]. The essence of the method is to combine two significantly different convolutional neural networks, namely the method of segmentation based on the modified architecture U-net, and the detection method based on the architecture RetinaNet. The advantage of [13] is a significant reduction in the frequency of false negative results of detection and identification of objects of interest on satellite images of different resolutions. The disadvantage of [13] is the detection of only one type of object of interest, namely the aircraft.

In [14], a method for segmenting satellite images using the TL-ResUNet residual architecture model is proposed. The advantage of [14] is the combination of the advantages of transfer learning, the residual network, and the UNet architecture. The disadvantage of [14] is its use only for monitoring and analysis of agricultural land.

To process satellite images of an urbanized area, a method of semantic segmentation based on deep learning is proposed in [15]. The advantage is the good results of segmenting only images of a high-resolution urbanized area. The main disadvantage of [15] is under-segmentation when either new objects appear in images of an urbanized area, or when partially capturing another type of terrain when shooting.

The main disadvantages and limitations in the use of deep learning networks to solve the problem of segmentation of remote sensing data are given in [16]. The main disadvantage is the complexity in creating a sufficient amount of labeled data. Therefore, it was proposed to carry out post-processing to refine the results of segmentation or use classical methods of image segmentation.

In [17], limitations and assumptions are set for applying a group of segmentation methods with a global threshold and a group of methods with an adaptive local segmentation threshold. Recommendations for segmenting images by these groups of threshold methods are also provided. The advantage of [17] is the simplicity of implementation of the algorithm of the methods and good results of segmentation on simple images with high computational efficiency. The disadvantage of [17] is the possibility of selecting only one or two values of segmentation thresholds and the difficulty in selecting them automatically, which directly affects the quality of the segmented image.

To avoid this drawback, the threshold method of image segmentation has been improved in [18]. The essence is to use, to highlight the boundaries of the object of interest, the maximum value of interclass variance and the bimodal segmentation threshold. The advantage of [18] is the segmentation of the image into more than two segments. The main disadvantage is the poor result of segmentation of high-contrast images.

In [19], a method of image segmentation based on random walks using interactive marking is proposed. The advantage is the use of all approaches of graph theory to segment the image, which is proposed to be represented as a full-connected graph.
The disadvantage of [19] is the semi-automatic approach of image segmentation.

In [20, 21], to improve the quality of segmentation, it is proposed to preliminarily carry out gradational correction of the image. In [20], this operation is proposed for low-contrast images. In [21], this operation is proposed for high-contrast images. The advantage of [20, 21] is to improve the quality of image preprocessing. The disadvantage is the use of known methods of image segmentation, which have inherent disadvantages of image resegmentation.

In [22], a method for processing images of floods from unmanned aerial vehicles is proposed. The method is two-stage. At the first stage, the k-means segmentation method is used; at the second stage, the method of increasing regions is used to highlight flooded and unflooded areas in the image. The advantage of [22] is the segmentation of unflooded and flooded terrain. The disadvantage is the possibility of using it only for segmentation of flood images.

In [23], a segmentation method based on coherent anisotropic diffuse filtration is proposed. Additionally, the authors of [23] use the minimal skeleton tree algorithm. The advantage of segmentation taking into account the shape of each segment. The disadvantage is the significant time costs.

Considering the input image in the form of a graph is proposed in [24, 25]. The essence of the approach is to solve the problem of segmentation on images acquired from aerial reconnaissance and surveillance systems based on an ant algorithm based on simulating the natural process of searching for a colony of ants for a food source. The advantage of the methods reported in [24, 25] is the high speed of image segmentation due to parallelization of the algorithm and the high quality of segmentation results due to independence from unsuccessful initial actions of the algorithm. The disadvantage of [24] is the segmentation of tone-only images acquired from aerial reconnaissance and surveillance systems. In [25], segmentation of color images is also proposed, but images acquired from space viewing systems have not been considered in any of these papers.

Work [26] took into account the shortcomings of previous work and proposed an improved method for segmenting color images acquired from space observation systems for an urbanized area. The essence of the complex method [26] is the sequential application of two algorithms, namely the ant colony algorithm and the Hough transform algorithm. The advantage of the methods reported in [24, 25] is the high speed of image segmentation due to parallelization of the algorithm and the high quality of segmentation results due to independence from unsuccessful initial actions of the algorithm. The disadvantage of [26] is the time costs and limitations to the list of industries for applying the results of segmentation.

In [27], image segmentation from space observation systems was proposed by using the Sine-Cosine algorithm. The main essence of this approach is to determine the positions of agents in a space image using trigonometric functions of sine and cosine. The disadvantage is the deterioration in the quality of image segmentation when exposed to heterogeneous distortion factors of the input image. The advantage is to highlight all objects of interest in the images, even those that are undefined or have texture.

In [28], in order to isolate camouflaged military equipment in images acquired from space reconnaissance and surveillance systems, a method based on a genetic algorithm was proposed. The advantage is the combination of functions of contour selection methods, swarm methods and texture methods. The main disadvantage is the poor results of image segmentation from aerial reconnaissance and surveillance systems, which imposes limitations in solving military intelligence tasks.

In [29], to solve the problem of image segmentation from air and space reconnaissance and surveillance systems, another method of swarm intelligence was proposed, namely the algorithm of a swarm of particles. The advantages of [29] are optimizing the control of parallel image segmentation processes and taking into account the peculiarities of image formation from air and space reconnaissance and surveillance systems. The main disadvantage is the difficulty in choosing the initial parameters of the method, for example, acceleration coefficients, inertia, and others.

In [30], the problem of segmentation separately for images acquired from aerial and space reconnaissance and surveillance systems by the k-means method and the method based on the genetic algorithm was solved. The relevance and quality of segmentation for both images acquired from unmanned aerial vehicles and images obtained from spacecraft by the proposed segmentation methods were established. Recommendations for image processing of remote sensing of the earth are given, limitations and assumptions are listed when applying the k-means method and the method based on the genetic algorithm, their main disadvantages and advantages.

Thus, our review of known methods for segmenting optoelectronic images acquired from space observation systems highlighted certain shortcomings of these methods.

To further study the segmentation of optoelectronic images acquired from space observation systems, a segmentation method based on the firefly algorithm can be chosen. The main advantages of the firefly algorithm are simple implementation, high scalability, and convergence [31, 32]. Therefore, devising a method for segmenting optoelectronic images acquired from space observation systems based on the firefly algorithm could solve the problem associated with the limitations of known methods for segmenting optoelectronic images acquired from space observation systems.

3. The aim and objectives of the study

The aim of this study is to improve a segmentation method of optoelectronic images acquired from space observation systems through the use of the firefly algorithm. This will reduce the value of segmentation errors of the first and second kind.

To accomplish the aim, the following tasks have been set:
– to determine the main stages of the method of segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm;
– to segment the optoelectronic image from the space observation system by the method based on the firefly algorithm;
– to conduct a comparative assessment of the quality of segmentation of the optoelectronic image from the space observation system by known and developed method based on the firefly algorithm.

4. The study materials and methods

The object of research in our work is the process of segmentation of optoelectronic images acquired from space observation systems.

It is assumed that the use of the firefly algorithm in improving the segmentation method could reduce errors of the first and second kind.
The main research methods are:
- metaphoristic;
- swarm;
- digital image processing;
- system analysis;
- mathematical apparatus of matrix theory;
- probability theory and mathematical statistics;
- iterative;
- mathematical modeling, etc.

Benchmarking methods have been used in validating new results.

The assumptions and limitations adopted in the study are as follows:
- an optoelectronic image from space observation system is considered;
- a color space of representation of the original optoelectronic image – Red-Green-Blue (RGB);
- heterogeneity of representation of objects of interest;
- the size of objects of interest is much smaller than the size of background objects on an optoelectronic image;
- when segmenting an optoelectronic image, the influence of distorting factors is not taken into account;
- assessing the quality, errors of the first and second kinds are calculated.

5. Results of the study on image segmentation by the method based on the firefly algorithm

5.1. The main stages of the image segmentation method based on the firefly algorithm

We shall use [27–29] for formalized recording of segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm (expression (1))

\[ f(x, y) \rightarrow f_{s}(x, y). \]  

(1)

where \(f(x, y)\) – original image; \(f_{s}(x, y)\) – segmented image.

Segments in quantity \(K\) (denote them \(B, B = \{B_{1}, B_{2},..., B_{K}\}\)), formed as a result of segmentation of the original optoelectronic image \(f(x, y)\), are determined from expression (2) [29–31]:

\[
\begin{align*}
\bigcup_{i=1}^{K} B_{i} &= B; \\
B_{i} \cap B_{j} &= \emptyset, \text{ for } i \neq j; \forall i, j = 1, K; \\
LP(B_{i}) &= 1, \forall i = 1, K; \\
LP(B_{i} \cap B_{j}) &= 0, \text{ for } i \neq j; \forall i, j = 1, K,
\end{align*}
\]

where \(i=1, 2,..., K, \) \(LP \) – predicate (expression (3)) [29–31]:

\[
LP(B) = \begin{cases} 
1, \text{ if } f(x_{i}, y_{j}) = ... = f(x_{m}, y_{n}); \\
0, \text{ others,}
\end{cases}
\]

where \(M\) is the number of points in the \(i\)-th segment; \((x_{i}, y_{j}) \in B_{i}, m=1, 2,..., M\).

The segmented image \(f_{s}(x, y)\) represents the result of splitting the original image \(f(x, y)\) into two groups of objects: background and interest.

To partition the original image \(f(x, y)\) into the specified groups of objects, we shall use the firefly algorithm.

The main stages of the method of segmentation of the optoelectronic image from space observation systems based on the firefly algorithm are shown in Fig. 1.

The method of segmentation of the optoelectronic image from the space observation system based on the firefly algorithm involves:

1. Enter source data:
   - original image \(f(X)\), where \(X(x, y)\) – coordinates of the pixel on the optoelectronic image \(f(X)\) from the space observation system;
   - \(N\) – number of fireflies used in the algorithm;
   - \(K\) – number of segments;
   - \(I_{\max}\) – maximum number of iterations of the firefly algorithm;
   - \(r_{l}\) – initial values of search radii for each firefly;
   - \(\rho\) – coefficient determining the level of luminosity (0<\(\rho<1\));
   - \(\gamma\) – coefficient that determines the attractiveness of a firefly;
   - \(l_{0}\) – initial level of luminosity of the firefly (the same level of luminosity for all \(N\) fireflies is assumed).

2. The distribution of fireflies at their initial positions on the original optoelectronic image \(f(X)\) randomly.

3. Determination of the search radius for each firefly \(r_{l}\).

4. Calculating the level of luminosity for each firefly. In the beginning, all fireflies have the same level of luminosity.

The calculation of the luminosity level is based on expression (4):

\[ l_{j}(t+1) = (1-\rho)l_{j}(t) + \gamma f_{j}(t+1). \]  

(4)

where \(\rho\) is the coefficient that determines the level of luminosity (0<\(\rho<1\)), \(\gamma\) is the coefficient that determines the attractiveness of the firefly, \(f_{j}\) is the value of the objective function.

The objective function will be chosen in the following form (5):

\[ J_{j}(t) = \frac{1}{1+e^{\frac{D_{0}}{K}}} \]  

(5)

where

\[ D_{0}(t) = |\Delta x_{n}^{m}(t)| + |\Delta y_{n}^{m}(t)| + k|\Delta x_{y}^{m}(t)| \]  

(6)

\(j\) – image pixel number, \(|\Delta x_{n}^{m}(t)|, |\Delta y_{n}^{m}(t)|, |\Delta x_{y}^{m}(t)|\) – moving the firefly along the \(x\) and \(y\) axes, respectively, in another pixel of the image; \(k\) – coefficient that takes into account the difference in brightness of pixels, scales, units of measurement, etc., \(D_{0}\) – coefficient taking into account the scale of the image.

5. Determination by each firefly of that neighboring firefly whose luminosity level is higher than the firefly’s natural luminosity level. To do this, we calculate the probabilities of choice (movement) (expression (7), it is assumed that the movement goes from the \(i\)-th firefly to the \(j\)-th firefly):

\[ p_{ij}(t+1) = \frac{l_{j}(t+1)-l_{i}(t)}{\sum_{k \in N_{i}(t)}(l_{k}(t+1)-l_{i}(t))} + \gamma f_{j}(t+1). \]  

(7)

where \(k \in N_{i}(t)\), \(N_{i}(t)\) can be defined as (expression (8)):

\[ N_{i}(t) = \{j: d_{ij}(t) < r_{l}(t)\}. \]  

(8)
**6. Determining the coordinate of the updated position of the firefly***

The coordinate of the updated position of the firefly $i$ if this firefly moves in the direction of the neighboring firefly $j$ (expression (9)),

$$
X_i(t + 1) = X_i(t) + \Delta \left( \frac{X_j(t) - X_i(t)}{\|X_j(t) - X_i(t)\|} \right)
$$

where $\Delta$ is the size of the move step (number of pixels).

**7. Calculation of the updated value of the firefly search radius*** by expression (10):

$$
r_i'(t + 1) = \min \left[ r_i, \max \left[ 0, r_i'(t) + \beta (n_i - |N_i(t)|) \right] \right]
$$

where $\beta$ is a constant coefficient, $n_i$ is the coefficient affecting the number of neighboring fireflies for firefly $i$.

**8. Checking the condition for achieving a given number of iterations (stopping the firefly algorithm).**

**9. Determining the segmented image $f_s(X)$.**

Given the representation of the original RGB image in the color space, it is first advisable to select the brightness channels. After that, the main steps of the method must be applied to each brightness channel (Fig. 1). Next, you need to combine these brightness channels and determine the segmentation result ($f_s(X)$).

Thus, the improved method of segmentation, based on the firefly algorithm, unlike known ones, involves:

- preliminary selection of brightness channels in the original image;
- calculation of the level of luminosity for each firefly;
- assigning each firefly with the neighboring firefly, within a certain radius, whose level of luminosity is higher than the natural level of luminosity of the firefly;
- determination of the coordinate of the updated position of the firefly in each brightness channel.

**5.2. Segmentation of images using the method based on the firefly algorithm**

For the experimental study, the initial optoelectronic image was selected from the space observation system WorldView-2 (USA) [33]. This original image is shown in Fig. 2 [33]. The size of the original image is $(1868 \times 1348)$ pixels. Objects of interest in Fig. 2 [33] are the objects related to military activities (military equipment, auxiliary facilities, etc.).
To carry out segmentation by the method based on the firefly algorithm, we define the following parameters of the firefly algorithm (Table 1).

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>(N), pieces</th>
<th>(K), pieces</th>
<th>(I_{\text{max}}), pieces</th>
<th>(r_0), pixel</th>
<th>(\rho)</th>
<th>(\gamma)</th>
<th>(I_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter value</td>
<td>50</td>
<td>5</td>
<td>20</td>
<td>200</td>
<td>0.1</td>
<td>0.2</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Experimental studies were conducted using the following software and hardware. The chosen MATLAB R2017b software employed the high-level programming language and interactive environment for programming, numerical calculations, and visualization of results. Hardware: ASUS-TeK COMPUTER INC model X550CC, 3rd Gen processor DRAM Controller – 0154, NVIDIA GeForce GT 720M.

Fig. 3 shows a segmented optoelectronic image by an improved method based on the firefly algorithm with parameters according to Table 1. At the same time, for clarity, in Fig. 3 all five segments are shown in pseudo-colors (five pseudo-colors are used).

It can be seen (Fig. 3) that the improved method of segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm does make it possible to segment images.

### 5.3. Estimating the quality of image segmentation using the method based on the firefly algorithm

To assess the quality of image segmentation by the method based on the firefly algorithm, as mentioned above, we shall determine segmentation errors of the first and second kind [34–36].

In general, the selected quality indicators are determined by the criterion of maximum likelihood [37–39]. The criterion is directly related to the generalized criterion of minimum medium risk [37–39].

We shall calculate segmentation errors [35, 38] for known segmentation methods and the improved method based on the firefly algorithm. We use known expressions (11), (12) [35, 38]:

\[
\alpha_i = \frac{S_3(f_s(X))}{S_2(f(X))},
\]

\[
\beta_2 = 1 - \frac{S_4(f_s(X))}{S_3(f(X))},
\]

where \(S_1(f_s(X))\) is the defined background plane. This plane is mistakenly attributed to objects of interest on \(f_s(X)\); \(S_2(f(X))\) is a defined background plane on \(f(X)\); \(S_3(f_s(X))\) is a definite plane of properly segmented objects of interest on \(f_s(X)\); \(S_4(f(X))\) is a definite plane of objects of interest on \(f(X)\).

As known segmentation methods, we define segmentation methods based on the particle swarm algorithm [40] and the Sine-Cosine algorithm [27].

Fig. 4 shows an image segmented by the method based on the Sine-Cosine algorithm [27]. Fig. 5 shows an image segmented by the method based on the particle swarm algorithm [40].

Tables 2, 3 give the determined values of segmentation errors of the first (\(\alpha_i\)) and second (\(\beta_2\)) kinds, respectively. The segmentation error values for methods based on particle swarm and Sine-Cosine algorithms are obtained from [40] and [27], respectively.

<table>
<thead>
<tr>
<th>Name of segmentation method</th>
<th>Image segmentation process number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method based on particle swarm algorithm</td>
<td>24.9 27.3 24.7 25.4 26.1 25.5 27.1 24.6 25.4 26.1</td>
</tr>
<tr>
<td>Method based on the Sine-Cosine algorithm</td>
<td>19.3 20.8 20.2 19.1 19.8 20.6 21.1 19.8 19.5 20.1</td>
</tr>
<tr>
<td>Advanced method based on firefly algorithm</td>
<td>18.7 18.9 18.3 18.0 17.9 18.1 18.7 18.0 17.8 18.6</td>
</tr>
</tbody>
</table>
Fig. 6, 7 show the dependence of segmentation errors of the first ($\alpha_1$) and second ($\beta_2$) kinds for different implementations (from 1 to 10).

<table>
<thead>
<tr>
<th>Name of segmentation method</th>
<th>Image segmentation process number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method based on particle swarm algorithm</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td>Method based on the Sine-Cosine algorithm</td>
<td>19.2 19.4 18.3 19.0 18.2 18.6</td>
</tr>
<tr>
<td>Advanced method based on firefly algorithm</td>
<td>17.3 17.8 17.9 17.2 17.3 17.9 17.2</td>
</tr>
</tbody>
</table>

Table 3: Segmentation errors for the improved method based on the firefly algorithm.

From Tables 2, 3, Fig. 6, 7, it was found that the improved method based on the firefly algorithm reduces the error of the first kind by approximately 11% and the error of the second kind by approximately 9%. The use of the firefly algorithm has provided such a reduction in segmentation errors.

6. Discussion of results of the study on improving the segmentation method based on the firefly algorithm

The method of segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm, unlike known ones, involves the following:

- the pre-selection of brightness channels of the Red-Green-Blue color space in the original image;
- calculation of the level of luminosity for each firefly;
- assigning each firefly with the neighboring firefly, within a certain radius, whose level of luminosity is higher than the natural level of luminosity of the firefly;
- determination of the coordinate of the updated position of the firefly in each brightness channel.

An experimental study into the segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm was carried out (Fig. 3). The analysis of Fig. 3 shows that the improved method of segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm does make it possible to segment images.

The quality of image segmentation by the method based on the firefly algorithm was evaluated. From the analysis of Tables 2, 3, Fig. 6, 7, it was found that the improved segmentation method based on the firefly algorithm reduces the segmentation error of the first kind by an average of 11% and the segmentation error of the second kind by an average of 9%. This becomes possible through the use of the firefly algorithm.

The uniqueness of our study is the application of the firefly algorithm to segment optoelectronic images acquired from space observation systems. This, in turn, led to a reduction in segmentation errors of the first and second kinds.

The assumptions and limitations adopted in the study are as follows:

- an optoelectronic image from a space observation system is considered;
- the color space of representation of the original optoelectronic image – Red-Green-Blue (RGB);
- heterogeneity of representation of objects of interest;
- the size of objects of interest is much smaller than the size of background objects on an optoelectronic image;
- when segmenting an optoelectronic image, the influence of distorting factors is not taken into account;
when assessing the quality, errors of the first and second kinds are calculated.

The method of segmentation based on the firefly algorithm can be implemented in the software and hardware complex of image processing from space observation systems.

The disadvantage of the method is the increase in errors of the first and second kinds when exposed to distorting factors.

Further studies may focus on comparing the quality of segmentation by the method based on the firefly algorithm with methods based on the genetic algorithm.

7. Conclusions

1. The method of segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm, unlike known ones, involves the following:
   – the pre-selection of brightness channels of the Red-Green-Blue color space in the original image;
   – calculation of the level of luminosity for each firefly;
   – assigning each firefly with the neighboring firefly, within a certain radius, whose level of luminosity is higher than the natural level of luminosity of the firefly;
   – determination of the coordinate of the updated position of the firefly in each brightness channel.

2. An experimental study into the segmentation of optoelectronic images acquired from space observation systems based on the firefly algorithm was carried out. It is established that the improved method based on the firefly algorithm makes it possible to segment images.

3. The quality of image segmentation by the method based on the firefly algorithm was evaluated. It was found that the improved method based on the firefly algorithm reduces the segmentation error of the first kind by an average of 11% and the segmentation error of the second kind by an average of 9%. This becomes possible by using the firefly algorithm.
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