цедур по сравнению с аналогичными независимыми, несвязанными процедурами. Из этих графиков также следует, что с увеличением коэффициентов взаимных связей \( \alpha_{ij} \) апостериорная дисперсия возрастает, однако более быстрый рост дисперсии происходит при увеличении \( \alpha_{ii} \). Очевидно, что с увеличением шаговых постоянных, наряду со снижением точности оценки сокращается время сходимости к установившемуся состоянию.

Существенным остается вопрос о поведении фильтра при широком дипазоне изменений диагональных \( \alpha_{ii} \) и не диагональных \( \alpha_{ij} \) коэффициентов. Ответ на этот вопрос может дать рис. 3. На нем изображена зависимость минимума апостериорной дисперсии от \( \alpha_{ij} \) и \( \alpha_{ii} \), для размера выборки 10000 и 1000. На рис. 3 четко видно, что чем больше выборка, тем точнее оценка, так как апостериорная дисперсия выше при размере выборки 1000.

**Выводы**

1). Качество оценки статистически связанных процессов с помощью двумерного рекурсивного фильтра в широком диапазоне изменений \( \alpha_{ij} \) оказывается выше при сравнении с оценками, полученными при независимых процессах \( x_i \). Полученные результаты подтверждают предположение о большей эффективности двумерных оценок. Поскольку четко видно, что на определенном интервале значений недиагональных элементов оценка становится выше почти в два раза.

2). Точность оценки возрастает при меньшей величине шага дискретизации. Наилучшая оценка (минимум апостериорной дисперсии ошибки оценки) получена при значениях \( \alpha_{ij} = 0.001 \) и \( \alpha_{ii} = 0.0017 \).

**Литература**

2. Analyzing the performance quality for different MIMO schemes

An analyze is held for all main the reasons of degradation of transmit quality in WiMAX technology, especially for the frequencies above 2GHz where the WiMAX work. Also the different types of solutions for the reasons of performance degradation are analyzed. In the analysis we introduce the overall channel model for simulating the large and small scale trends that affect this model. The overall model we use for describing the channel in discrete time is a simple tap delay line:

\[
   h[k, t] = h_0 \delta[k, t] + h_1 \delta[k-1, t] + \ldots + h_v \delta[k - v, t].
\]

(1)

Here, the discrete-time channel is time varying, so it changes with respect to t and has non-negligible values over a span of v+1 channel taps. Generally, we assume that the channel is sampled at a frequency \( f_s = 1/T \), where T is the symbol period, and hence, the duration of the channel in this case is about vT. Assuming that the channel is static over a period of seconds, we can then describe the output of the channel as

\[
   y[k, t] = \sum_{j=-\infty}^{\infty} h[j, t] s[k-j] = h_0 y_0 + \ldots + h_v y_v,
\]

(2)

where \( s[k] \) is an input sequence of data symbols with rate 1/T.

* denotes convolution. Although this tapped-delay-line model is general and accurate, it is difficult to design a communication system for the channel without knowing some of the key attributes about \( h[t] \). For this purpose it is used Clark's model to generate, also the change in \( h[t] \) depends on the mobility speed of the channel.

Through our research we found that three effects cause the varying in received power. The first over long distances with path loss, the second for medium distances with shadowing, and with short distances with fading. Although solving the problem of path loss and shadowing is important but for WiMAX technology fading represents the biggest problem because for very short distance the signal can suffer fading.

The fading in wireless communication is divided in two types. The first is flat fading which happens in time domain, and the second is frequency selective fading which happens in frequency domain. In general two types of solutions are used for each of the fading types. The first solution is MIMO antenna system, which is divided in to several types depending on the number of antennas used and the type of coding used. The orthogonal frequency division multiplexing OFDM is a modulation method used in solving the problem of frequency selective fading in wireless channels.

The first type which is selective receiving depends on selecting the antenna with the highest received signal to noise ratio and the selection depends on a specified threshold and it is considered a SIMO technology, the error probability for this method as follows [5,6]:

\[
   P_{sim} = P[y_1 < \gamma_0, y_2 < \gamma_0, \ldots, y_N < \gamma_0],
\]

\[
   P_{sim} = P[y_1 < \gamma_0] P[y_2 < \gamma_0] \ldots P[y_N < \gamma_0] = p_N^N,
\]

(4)

Where \( \gamma_0 \) - represents the signal to noise ratio threshold. The average received signal to noise ratio is:

\[
   \gamma_{av} = \frac{1}{N} \sum_{i=1}^{N} \gamma_i = \frac{1}{N} \left( \gamma_0 \right)^N = \frac{1}{N} \left( \gamma_0 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{N} \right).
\]

(5)

where \( N_r \) - is the number of received antennas.

The selective transmit is very similar to selective receiving except it chooses the best antenna to transmit and it is considered a MISO technology, where the average received signal to noise ratio is [9]:

\[
   \gamma_{tot} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\gamma_i},
\]

(6)

where \( N_r \) - the number of transmit antennas.

The most used is method is maximal ratio combining it depends on summing the power from all the receiving antennas and it is considered a SIMO technology, the average received signal to noise ratio is [1]:

\[
   \gamma_S = \frac{\sum_{i=1}^{N} |h_i|^2 \gamma_i}{\sigma^2}.
\]

(7)

The method that uses Alamouti coding shown below it is called open loop MIMO with space time coding:

\[
   \begin{align*}
   r(0) &= h_0 s_1 + h_1 s_2 + n(0) ; \\
   r(T) &= -h_0 s_2^* + h_1 s_1^* + n(T) ; \\
   y_1 &= h_0^* r(0) + h_1^* r(T) ; \\
   y_2 &= h_1^* r(0) - h_0^* r(T).
   \end{align*}
\]

(8)

The combining equations and the average received signal to noise ratio are as follows:

\[
   y_1 = (|h_1|^2 + |h_2|^2) s_1 + h_1^* n(0) + h_2^* n(0) ;
\]

(9)

\[
   y_2 = (|h_1|^2 + |h_2|^2) s_2 + h_1^* n(0) - h_2^* n(0) ;
\]

(10)

\[
   \gamma_S = \frac{\sum_{i=1}^{N} |h_i|^2 \gamma_i}{\sigma^2}.
\]

(11)

where \( e_s \) - transmited power, \( |h|^2 \) - channel gain, \( \sigma^2 \) - noise variance.

The closed loop MIMO uses pre coding method that depends on the singular value decomposition of the channel matrix as follows [1,3]:

\[
   d = U^* y ;
\]

(12)

\[
   d = U^* (Hx + n)
\]

(13)
\[ d = U' (U \Sigma V' Vb + n); \]
\[ d = U' \Sigma V' Vb + U'n; \]
\[ d = \Sigma b + U'n. \]  

3. Using Kalman filtering in controlling adaptive modulation

An analysis is held for all the types of MIMO schemes by using mathematical simulation. The main conclusion of the mathematical simulation showed that including the channel gain effect in the process of simulation will lower the performance of bit error rate for MIMO, which means that the adaptive modulation system in WiMAX needs to be modified according to the type and number of antennas used [7]. As it can be seen in fig. 1 the effect of channel gain on the adaptive modulation for 2x2 MIMO.

The system functional scheme model which uses adaptive modulation in MIMO channels for closed and open loop 2x2 MIMO are shown in fig. 2. The model for open loop MIMO uses Alamouti space time code, while for closed loop MIMO the model uses singular value decomposition channel precoding.

The scheme in fig. 2 uses Kalman filter for in order to control the adaptive modulation through different MIMO channels. The main Kalman filter equations are equations are as follows:

\[ \hat{h}_m(n) = \hat{h}_m(n-1) + k(n)[y_m(n) - a\hat{h}_m(n-1)]; \]  

\[ k(n) = \frac{c[a^2a^2 \sigma^2](p(n-1))}{\sigma^2 + c' \sigma^2 + c'' \sigma^2}; \]  

\[ p(n) = \frac{1}{c} \sigma^2 k(n). \]  

Fig. 1. (a) Adaptive modulation in WiMAX with MIMO, (b) Adaptive modulation for 2x2 MIMO with channel gain effect

Fig. 2. Functional scheme 2x2 MIMO model
Equation 17 represents the main loop, which estimates the next channel coefficient $\hat{h}_{nm}(n)$, by using the previous value $\hat{h}_{nm}(n-1)$, and the Kalman gain $k(n)$. The next Kalman gain value is estimated by using the previous root mean square error $p(n-1)$, and by estimating the next Kalman gain the next $p(n)$ value can be estimated.

The mathematical model for the adaptive modulation in MIMO channels is shown in fig. 3, the model is for 2x2 MIMO system which means that four channels in the system, so four Kalman filters were used in the model. The Kalman filters read the measured channel coefficients $y_{nm}(n)$ from the channel estimation system, which uses the pilot carriers to estimate the channel matrix, and feed the estimated channel matrix to the adaptive modulation algorithm block.

4. Simulation results

The simulation results for Kalman filtering with adaptive modulation, where we compared the BER for the system with and without using Kalman filter, are shown in fig. 4 and fig. 5. In fig. 4 open loop MIMO was used, where the BER results shows that the ideal system and Kalman filter have very close BER and it is under $10^{-4}$. In fig. 5 closed loop MIMO was used, and also the ideal system and Kalman filter have very close BER and it is under $10^{-4}$.
5. Conclusions

1. The method of adaptive modulation in MIMO channels based selection of higher multiplicity spatial modulation in channels with low levels losses and with less frequency rate modulation in channels with high signal attenuation.

2. To provide high accuracy and speed of performance estimation of individual spatial subkanaliv required to implement adaptive choice of type modulation is proposed to use Kalman filter.

3. Simulation of processes in WiMAX with adaptive modulation in MIMO channels confirmed the possibility of substantial improvement of the quality of communication.
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