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B oawniii cmammi npedcmasienuil cnociéo asmomamu3osa-
HOi OUIHKU uuCaa Kaacmepie, 3aCHOBAHUN HA e6PUCMUUHO-
My nioxo0i uimkoi Kaacmepuzayii 6Xi0H020 MACUBY OAHUX 3
BUKOPUCMAHHAM 2YCMUHU PO3n0diny danozo macusy. Cnocié
ex0uace 6 cebe npasuno npuiinamms pimenns. /Janui nio-
xi0 wimkoi xaacmepusauii dac 3mozy OUIHUMU, YU € HUCLO
Kaacmepie oinvuie 3a 00UHUUIO

Kmouosi caosa: cnocié xaacmepusauii oanux, xaacmep,
espucmuvnuil nioxio, gycmuna po3noodiny

[m, ]

B dannoii cmamve npedcmaeien cnocod asmomamusupo-
B8AHHOU OUEHKU YUCIA KAACMEPO8, OCHOBAHHbLL HA I6PUCTU-
Y4eCKoM nooxode wemKou Kiacmepuzauuu 6xX00H020 MACCu-
8a 0AHHBIX C UCNOJIB30BAHUEM NIOMHOCMU PACHPedeseHUs
dannozo maccusa. Cnocod eéxatonaem 6 ceds npasuio npu-
Hamus pewenus. Jlannvlii n00X00 1emKou Kiacmepuzauuu
no0360J151em OUEHUMD, SAGALEMC JIU HUCTO KIACMEPO8 00Jib-
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1. Introduction

The goal of this article is to propose a method of clus-
tering the data by data mining. Clustering is a division of
data into groups of similar objects using appropriate algo-
rithms and rules. Clustering has been thoroughly studied
and perfected over the years in different areas and fields of
science including pattern recognition [1], machine learning
[2], statistics and image processing [3]. Data clustering
has been applied in different fields of science and industry,
such as biology and bioinformatics, medicine, marketing,
computer science, social science, robotics, mathematical
chemistry, climatology, physical geography and others.

Traditional clustering methods and algorithms are com-
putationally expensive when clustering is applied to large
data sets. There are three possible cases when the data set
can be determined as large: when in one data set there are
a lot of elements, when one element has many special prop-
erties and when the correct definition of a large number of
clusters is problematic. In our case the large data set is the
set with a lot of elements [4]. Considering the development
of computer technology, consumption of time and computer
memory to perform clustering is not taken into account.

2. Analysis of published data and problem statement

Application of various clustering algorithms is impressive:
from the clustering of textual data, images, videos to a net-

work clustering algorithm along with the real-time stream-
ing data and outlier detection. Annually old algorithms are
modernized and improved both a new ways and approaches of
clustering techniques are investigated. Clustering algorithms
can be broadly classified [5] into three categories: partition-
ing, hierarchical and density based. The proposed algorithm
has found his niche in density based algorithms as a basic
input parameter is the density distribution of a primary data.
This algorithm has certain advantages in comparison with
existing density based algorithms that will be discussed after
viewing the publications. In comparative analysis, attention
was paid to some representatives of density based clustering
algorithms: DBSCAN [6], FDBSCAN [7], ODBSCAN [8],
VDBSCAN [9], ST-DBSCAN [10], Incremental DBSCAN
[11], and RDBC [12]. Despite the advantages such as: an
opportunity to find arbitrary shape cluster, remove noise
from the dataset, cluster spatial-temporal data according to
non-spatial, these algorithms has the main drawback — deter-
mining the initial parameters for the correct application of the
algorithm, such as radius, minpts, number of identical circles.
Developed algorithm does not use any of the above input pa-
rameters only the initial parameter is the input data set.

3. Purpose and objectives of the study

The key purpose of this paper is determining the quantity
of clusters, namely, we are interested in whether there is more
than one cluster using only a data set as an input parameter.




In accordance with the set goal the following research
objectives are identified:

1. Development a decision rule for clustering algorithm
for appropriate estimation the number of clusters in data set.

2. Preliminary assessment of input data which includes
determining the height and number of local maxima, cal-
culation the number of points that could fall in each region
when changing density distribution of data set.

4. Overview of clustering techniques

Hierarchical clustering builds a cluster hierarchy called
a dendrogram. Hierarchical clustering methods are cate-
gorized into agglomerative (bottom-up) and divisive (top-
down) ones [13-18]. An agglomerative clustering starts
with one-point cluster and recursively combines the most
appropriate clusters. Divisive clustering considers the data
set as one big cluster and gradually divides it into smaller
ones. The main disadvantage of this clustering method is
that the implementation of the criterion of finishing the clus-
tering process is rather vague. The examples of this type of
clustering are the following algorithms: SLINK, COBWEB,
CURE, and CHAMELEON.

While hierarchical algorithms create clusters slowly,
partitioning algorithms study clusters directly trying to
identify them as areas highly populated with data. The latter
are categorized into probabilistic clustering (EM frame-
work, SNOB, AUTOCLASS, MCLUST), k-medoids meth-
ods (algorithms PAM, CLARA, CLARANS), and k-means
methods [13—18]. The disadvantage of probabilistic cluster-
ing is that clear identification of the number of clusters is
probabilistic. The disadvantages of two other methods are
following: the initial choice centers (as medoids) exist in the
data set (for k-medoids), and the result of clustering strongly
depends on the initial guess of centroids (for k-means).

Density based partitioning algorithms try to determine
densely connected components of data set. Density-based
connectivity is used in the algorithms DBSCAN, OPTICS,
DBCLASD [13-18].

In spite of the diversity of algorithms for data clustering,
the density based approach was used in this article. For
estimating the data density the bivariate kernel density es-
timation has been used. The kernel density estimation helps
to evaluate the probability density function of a random
data set.

5. Algorithm description

5. 1. Input data preprocessing

As it was mentioned above, the main purpose of research
is determining the number of clusters, namely, we are in-
terested in whether there is more than one cluster. For the
explanation of the method operation the input data were
selected to form a sample consisting of 90 points. The data
were selected randomly as two-dimensional array [x, y] with
uniform distribution. These points have been pre-selected
for demonstrating three clusters. This is done so that the
person could estimate the number of clusters and compare
them with the number of clusters obtained by this algorithm.
The initial data could be generated in the Matlab code, but
in this case they were read off from the Excel document. The
distribution of the initial data is shown in Fig. 1.
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Fig. 1. Example of initial data

For the received pointes, the largest density of accumula-
tions has been found using the built-in Matlab toolbox called
Kernel density estimation toolbox (KDE). The KDE analy-
sis is a general Matlab class for k-dimensional kernel density
estimation. In our case of 3 dimensional data, this density
function was modified. The initial density distribution of
points is shown in Fig. 2, 3.
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Fig. 2 Density distribution of initial data using 2-D figuration

Fig. 2 shows the regions whose area depends on the
scatter of points, and the intensity shows the change in the
density distribution of these points. The more the color is
saturated the larger is the density of these points in this
region.

Fig. 3 shows the density distribution of the points in
3-dimentional image. Density distribution of the points has
been expressed clearly by local maximums (peaks).

The next step is finding all possible peaks. Each peak is
a smooth point spread function (PSF). In reality, there is
always noise, which typically has a one pixel variation. Be-
cause the peak spread function is assumed to be larger than
one pixel, the true local maximum of that PSF can be ob-
tained if we can get rid of these single pixel noise variations.
Medfilt2, which is a 2D median filter, is used here for elim-
inating this noise. Next we smooth the image using conv2,
so that with high probability there will be only one pixel in
each peak that will correspond to the true local maximum



PSF. Medfilt2 and conv2 are Matlab functions. The result of
peak finding is shown in Fig. 4.

Fig. 3 Density distribution of initial data using 3-D figuration
(3-D view of Fig. 2)
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Fig. 4. Example of found local maximums (from Fig. 3)

The results in Fig. 4 show that peaks are located in
three existing regions. One peak is located in the middle
of the image, two peaks are in the bottom region, and three
of them are located at the top of image. Let us denote the
number of peaks as p;j, where i=1..I is the step by step
change of the density distribution of the points, j=1..J is the
designation of each region at each change of a step. Let us
also denote the height of local maximums h;;, and in turn
the height of k-th local maximum as h']

The total number of found peaks is denoted as py; at
the first step, and it is equal to 6. The corresponding peak
heights and their coordinates are shown below:

h'| (37, 44)=0,0004;
h’ (56, 39)=0,0003;

h', (124, 124)=0,0002;

h!, (172, 229)=0,0001;
h?, (185, 204)=0,0001;
h?, (233, 177)=0,0001.

Next step is the replacement of these regions to a black-
white image which is shown in Fig. 5.
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Fig. 5. Example of monochrome regions (from Fig. 2)

Filtering has been used to find the edges of the regions
(Fig. 6). In our case the filtering is done via a canny filter.
Edge detection is an image processing technique for find-
ing the boundaries of objects within images. It works by
detecting discontinuities in brightness. The canny method
finds edges by looking for local maxima of the gradient of
binary image. The method uses two thresholds, to detect
strong and weak edges, and includes the weak edges in the
output only if they are connected to strong edges. This
method is therefore less likely than the others to be fooled
by noise, and more likely to detect true weak edges. We
have chosen the sensitivity thresholds for the canny meth-
od so that identifying the edges could be the best.

X

Fig. 6. Example of finding the edges

The choice of optimal sensitivity thresholds for the canny
method depends on the density distribution of the pointes.



The next step is filling the allocated regions that are
presented in Fig. 7.
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Fig. 7. Whitening the edges

The different shades of gray have been used to replace
each white region. This is done in order to display the filled
region correctly and to count the proper number of the
points located in a given region. The selected regions and the
points caught in them are shown in Fig. 8.
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Fig. 8. Example of catching the points

Fig. 8 shows that not all points of a given density distri-
bution are included to the selected region. Points belonging
to a given region are marked with circles, and the points
that are not included in it are marked with white crosses.
So, in the presence of the initial density distribution of
points and the region with high density created on the
basis of this distribution, the area of these regions can be
changed and the number of points in each region can be
easily counted.

5.2. Decision rule for detecting the number of clusters

The part of an algorithm which is shown above is a
precondition for the creation of the decision rule for data
clustering. This decision rule is based on the initial density
distribution of the points and the number and magnitude of
the peaks at the found regions. Making a decision about the
number of found clusters follows the directions below:

— Specify the initial data for the approach, denote the
initial number points as 7y

— Proceeding from this, find the number p;; and height
h;j of all peaks in the found regions.

— At every change of the step, find the number of points
that belong to each of the found regions (Fig. 9).
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Fig. 9. Comparison of points caught in the given region, by
changing the step: a — initial density; b — density decreasing

Knowing a priori the number of points in our data set by
finding all peaks and its heights, as well as the percentage of
points that belong to these regions, we can conclude whether
this region is a cluster. The decision rule is presented below
at Fig. 10.
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Fig. 10. Decision rule for designed clustering algorithm

Where:

S is the initial data set;

S; is the step by step change the value of S, where i=1..1
is the step;

Sij is the value of S;, when changing the step i and
specifying the sequence of found regions j, where j=1..J;

n;jis a number of found pointes in the region S;j;

pi,jis a number of local maximums (peaks);

h;; is the height of local maximum (peaks);

hjﬁj is the height of k-th local maximum, where k=1.. p;;
h”" is the height of the smallest local maximum (peak);

Cli=1 and Clj=0 are existence and nonexistence of the
cluster in the region j respectively.

The n;is a number of all points that belong to each found
region. If the region contains less than 5 % of the total num-
ber of initial points nyj, it is not considered to be a cluster.

So knowing all the necessary parameters we can
summarize. At the first step let us find the areas of all
regions with the maximum density distribution (Fig. 6).
In our case there are 3 such regions. In the region Sy,
ny,1=55,5 % of all pointes ny; are located. In conclusion,
this region is a cluster, that is, Clj=1.

The region S, is much less than the previous one
(Fig. 6). In this region there are ny 1=6,66 % of all pointes
ny ;. And also at low density distribution the height of the
peak h’, is significant.

The step being changed (i=1..I), the number of points
situated in this region changes slightly. Basing on this
fact, it is possible to say that this region is a cluster, Cly=1.

Block of preliminary input data analysis

The third found area S;3 is the second-largest. De-
spite it, the percentage of points belonging to it is only
ny3=12,2 %. There are also three peaks in it: h’,, hfZ,hf’z,
the heights of which are lower than in the previous re-
gions.

Changing the step i and reducing the density distribu-
tion, in some time, causes the disappearance of the third
region, though the other two regions still exist (Fig. 7).
The third region is not a cluster, because the condition of
changing the regions is not executed and this means that
Cl3=0.

This decision rule is one of the major parts of the
designed clustering algorithm. Presented clustering algo-
rithm as well as decision rule is shown at a diagram which
is below at Fig. 11.

This diagram illustrates the way of processing the
input data up to the stage of identifying the number of
clusters.

6. Validation of presented algorithm

For the simulation of this algorithm operation other data
were taken. Data were generated randomly with uniform
distribution. The size of the initial data set is the same for
two cases, that is, the number of points is equal to 90. Based
on the a priori density distribution of the points one large
region is built (Fig. 12, a), and in Fig. 12, b there are two
regions.
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Fig.12. Initial data: @ — case 1; b — case 2

The result of the simulation shows that one cluster has
been found in Fig. 12, a, and in the other case two clusters
have been found in Fig. 12, b. These results confirm the cor-
rectness of the proposed clustering algorithm.

7. Conclusion

As a result of research, the data set clustering algorithm
has been developed. The data set is the only initial parameter
which is required, so this is the advantage of this algorithm,
at the same time all paper set up research objectives have
been fulfilled. Developed algorithm can be compared with
the existing density based clustering algorithms and pre-
sented in tabular form at Table 1.

Table 1

Comparison of density-based clustering algorithms

. Arbitrary Varied

Algorithm Input parameter shape density
DBSCAN Radius and Minpts + -
FDBSCAN Radius and Minpts + -

Number of identical
ODBSCAN circles, Radius and + -
Minpts
VDBSCAN Number of clusters + +
ST_DBSCAN Threg parameters N _
are given by user
Inc. DBSCAN | Radius and Minpts + +
RDBC Defining values + -
Developed

algorithm Input data set + +

To make a decision in this algorithm three parameters
have been used, namely: the number of points belonging to
a particular region at a particular step, the number of peaks

and their height. Work on improving the algorithm will be
continued in further research.
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IIpoeedeno docnidicenns Kopexmysanvuoi 30ammuocmi
PisHux nioKaAACI8 YUKIIUHUX KOO8 3 BUKOPUCMAHHAM Kil-
uesux agmomamie ¢ 0siurxosux noasx lanya — ninidnux
nocaidosnichux cxem (JIIIC). Iloxazano, wo cmpyxmypa
nyavosux uuxaie JIIIC 00noznauno eusnauae xinvkicmo
BUNAOKOBUX NOMUTIOK | NAKeMié NOMUNOK, AKI 6UAGCIA-
tomocs ma eunpasasiomvcs. Beedeni noei xapaxmepu-
CMUKU KOPeKmy8aivHoi 30amiocmi YUKJIMHUX K001

Kmiouoei cnosa: wuxniuni xoou, xodosea eidcmanv,
Kopexmyeanavha 30amuicmo K00y, AiHiliHA NOCAI006HIC-
Ha cxema
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IIposedeno uccnedosanue Koppexmupyrouei cno-
COOHOCIU PA3MUMHBIX NOOKAACCO8 UUKIAUMECKUX K0008
C UCNONBL30BAHUEM KOHEUHBIX ABMOMAMOE 6 0B80UUHBLX
noasax lanya — aunetinvix nocae008amensbHOCMHBIX CXeM
(VIIIC). Iloxa3zano, wmo cmpykmypa HYAe6blX UUKIIOB
JIIC o0no3nauno onpedensiem KoauMeCmeo 0OHApPY CU-
8AEMBIX U UCNPABTAEMBIX CIYHAUHBIX OWMUDOK U nNAKemos
owmubox. Beedenwvt Hosble Xapakmepucmuku Koppexmupy-
10uell CnoCOOHOCMU YUKIUMECKUX K000

Knouesvte caosa: yuxauueckue xodot, k00060e pac-
cmosanue, KOppeKxmupyouwas cnocooHocms Kooa, Juneti-
HAs NOCAe008aMENbHOCMHASL CXEMA
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