1. Introduction

Solving the problems of pattern recognition, which appear in many applications, requires, mainly, an increase in the accuracy of classification that is understood in the sense of minimization of the share of incorrect classifications of objects. When such problems are solved for face recognition [1, 2], identification of objects by their text,
graphic or video images [3–8], for medical [9, 10] or technical
diagnostics [11, 12], the named optimization criterion is a priority. Its achieving depends on the selected method of
classification, caused often by specific subject area of the studies Thus, for instance, nonparametric methods are mainly
used in pharmacological applications [13] while in the tasks of trouble-shooting in the series-connected
units of chemical engineering systems they use parametric
definitions [14]. It is known that nonparametric classifiers are based on the construction of decision function through
approximation of the decision surface, whereas parametric classifiers approximate the function of distribution of
experimental data. However, in any case, the task comes
down to obtaining a classifying or decisive rule, which
makes it possible to relate the object to one of the classes.
Certainly, selection of the most suitable method for this
application and provision of all conditions, necessary for
its correct application, must provide the best solution of
the problem in the selected sense. Otherwise the situation
is probable when the error of classification is obtained,
which leads to unpleasant consequences. For example, a
mistaken attribution of a man to the class of "criminal" or
"terrorist" and his punishment as the consequence of using
insufficiently informative features, which describe his ap-
appearance, or errors and incorrectness of the construction of
decision function. Impossibility of determining the deviations from normal modes of operation of industrial
equipment, caused by incorrect classification of the nor-
mal and the nonstandard modes of its operation, may lead
to emergencies, etc. All these circumstances allow us to
argue about the relevance of the studies, directed toward
the search for the ways of increasing the accuracy of classi-
fication of objects, first of all, by improving the methods of
pattern recognition. The latter implies mandatory consid-
eration of specific features of the studied objects, created
by specific applications.

2. Literature review and problem statement

Comparative analysis of parametric and nonparametric
methods of classification can be found in the paper [15]. In
particular, based on the established information connection
between these methods, the algorithm of the combined
method of statistical classification was developed, whose
essence consists in the following. On the basis of the sample
of experimental statistical data, they are divided into two
classes and the parameters of discriminant function of the
form (1) or (2) are determined:

\[
d(x) = -\frac{1}{2}(x - m_i)^\top S_{i}^{-1}(x - m_i) + \frac{1}{2} \ln |S_{i}| + \frac{1}{2} \ln |S| + \lambda. \tag{1}
\]

\[
d(x) = -\frac{1}{2}(x - m_i)^\top S_{i}^{-1}(x - m_i) + \frac{1}{2} \ln |S_{i}| + \frac{1}{2} \ln |S| + \lambda. \tag{2}
\]

Here X is the matrix with the number of lines, equal
to the number of measurements, and with the number of
columns, equal to the number of features that characterize
the object. \(S_i\) is the covariance matrix of measured param-
eters of state for the i-th class; \(|S_i|\) is the determinant of the matrix \(S_i\); \(m_1, m_2\) are the mathematical expectations of the
vector \(X_i\) for classes 1 and 2, respectively, \(d(x)\) is the value
of discriminant function, \(\lambda\) is the threshold of classification,
which satisfies constraints on the probability of errors of the
1st and 2nd type, selected on this sequence of the values of
the functions \(d(x)\).

The parameters of distributions, determined at that,
together with the values of the measurements of parameters
of the states of the objects for classes 1 and 2 are used for
obtaining the vector of initial values \(c[0]\):

\[
A = \frac{1}{2}(S_i^{-1} - S_i), \tag{3}
\]

\[
b = S_{i}^{-1}m_{i} - S_{i}^{-1}m_{j}, \tag{4}
\]

\[
c = \frac{1}{2}(m_{i}'S_{i}^{-1}m_{i} - m_{j}'S_{j}^{-1}m_{j}) + \frac{1}{2} \ln |S_{i}|, \tag{5}
\]

\[
c = \frac{1}{2}(m_{i}'S_{i}^{-1}m_{i} - m_{j}'S_{j}^{-1}m_{j}) + \frac{1}{2} \ln |S_{i}| + \lambda. \tag{6}
\]

where \(A = \begin{bmatrix} a_1 & \cdots & a_n \end{bmatrix}\) is the symmetrical matrix of dimensionality
\(n \times n\), \(b = (b_1, b_2, \ldots, b_n)\) is the vector of coefficients, respectively,
of the members of the second and first degree, relative to \(x\);
c is the free coefficient.

Then the procedure of additional training takes place
with the use of the algorithm of stochastic approximation
by applying the recurrent expression to the vector of initial
values \(c[0]\):

\[
c[k] = c[k-1] + \Gamma[k]F(y[k], c[k-1], \varphi(x[k]))
\]

\[
\varphi(x) \approx \varphi(x[k]), \tag{7}
\]

where \(c\) is the vector of coefficients of decision rule; \(k\) is the number of the step of the search for solution; \(\Gamma[k]\) is the di-
agonal matrix of the values of steps that determine the speed
of motion to the optimum point of the vector of coefficients
\(c\) by different coordinates at the \(k\)-th step of training; \(F\) is
the measure of deviation of approximating function from the
optimum; \(y\) is the reaction of "teacher", \(\varphi(x)\) is the vector of basic
functions.

The procedure of training finishes as soon as the dividing
function begins to ensure the assigned accuracy of classifi-
cation, evaluated as the probability of correct recognition,

\[
P = \frac{\sum_{i=1}^{m} l_i}{\sum_{i=1}^{m} L_i}, \tag{8}
\]

where \(m\) is the number of classes in the training sample; \(l_i\) is the quantity of correctly classified elements of the i-th class
in the training sample; \(L_i\) is the number of elements of the i-th class in the training sample.

The authors [15] note that the described combined
method, based on the combination of two algorithms, en-
sures high speed of convergence, independent of the laws
of distribution of features in the diagnostic sample, and
accuracy. In this case, it, however, remains unclear how
the algorithms considered form the law of distribution of
experimental data. In this connection, it was mentioned only that the proposed method has advantages over the method of statistical solutions concerning the accuracy of the objects recognition with the laws of distribution of parameters in the classes, different from the normal one. As the proofing base, they indicated only the percentage indicator of the results of testing on the sample with the volume of 400 measurements.

Researchers who solve specific problems in industrial manufacturing prefer to use parametric methods, based on the Bayes statistics [16, 17]. In this case, the problems of recognition are considered for the purpose of improving technological processes or diagnostics of localization of internal flaws in metal [17, 18]. However, construction of classifying rules is not illustrated by the accuracy of recognition, the authors probably refer to the point of view that the obtained result is sufficient for provision of the set requirements due to the specific conditions of manufacturing. In contrast to this approach, the authors of the paper [8] examine precisely the efficiency of performance of the system of pattern recognition. A characteristic feature of the approach is application of the principle of evaluation by using preliminarily prepared databases of patterns for classes and input patterns. The rule of decision making is based on the criterion of similarity of Dice, applied usually for classification of input patterns, represented by the two-dimensional spectrum of the video image [19]. Similarity coefficients in the form (9) are calculated with the use of eigenvectors, obtained after orthogonal conversion of the two-dimensional spectrum.

\[ D(A,B) = \frac{2 \times \sum_{i=1}^{n} a_i b_i}{\sum_{i=1}^{n} a_i^2 + \sum_{i=1}^{n} b_i^2} \]

(9)

Particularly interesting is the circumstance, which the authors [8] pay attention to: the use of a large number of vectors of features at the recognition of input patterns leads to the worsening in the quality of recognition. The following substantiation is referred to as an argument: the majority of the algorithms of pattern recognition encounters a practically unsolvable problem of separation of classes, building up the continuum of hyperareas, which correctly classifies all the objects of the sample. In this case, they also draw the conclusion that the obtained optimum hyperplane is the only one. However, the author confines himself to theoretical study of the problem, without providing detailed results of experimental or commercial tests, which would make it possible to estimate the adequacy of the algorithm, proposed in the article [7].

Further development of the accuracy of classification is connected to the use of neuron networks by a number of researchers [20–22]. In this case, the main attention of researchers is concentrated on the quality of training a neuron network. For example, the article [21] described results of applying one of the classical algorithms for developing the subsystem of decision making support in the system of neural network pattern recognition. As the criteria of efficiency, the authors examine the possibility of reduction in the subjectivity and an improvement in the quality of expert solutions when constructing training samples according to statistical data of observations. The method of support of making classification decisions, proposed by the authors, implies sequential execution of the stages of self-organizing the neurons of the Kohonen computational layer, calibration of the elements of the output vector of the training sample and their final marking. As a result of applying the algorithm, the following data are cited: the relative share of correct expert estimations increases on average by 20% while the relative share of the false ones decreases by 50%. In this case, however, this work does not present constraints, associated with the use of the proposed method.

In contrast to the results, described in [20], the paper [21] states the fact that the existing basic “classical” models of training, for example, based on the correction of errors, using the memory, competitive training and the Boltzmann’s method, possess a number of shortcomings. The latter, according to the authors, include impossibility to apply only one of the models of training in the creation of universal systems of pattern recognition. This is especially obvious in specific subject areas, where the construction of universal quality system of recognition encounters a practically unsolvable problem of taking into account all specific features, inherent to these subject areas. As one of the variants of solving the problem, the authors [21] propose to use the Levenberg-Marquardt method [22], which, in contrast to the classical algorithms of training, uses Z-training by the epochs and an error of network is averaged for the entire epoch of training. The main indicator of the performance efficiency of the algorithm is considered to be the minimum time period of its operation; however, nothing is said about its other advantages, as well as about conditions of its application. In addition to this, the account of results is limited by theoretical description of the algorithm while the data that would make it possible to estimate the claimed possibilities are missing.

One additional aspect should also be noted, not explored in the works described above, the possibility of constructing efficient systems of recognition under conditions when the components of vectors-patterns cannot be measured with a sufficient degree of accuracy. This aspect is examined, for example, in the papers [23–25], devoted to attempts at construction of the efficient systems of recognition, based on clustering, taking into account fuzzy input data. The article [23] demonstrated that the use of the methods of self-organizing maps (SOM) and the principal components analysis (PCA) for the problem of forecasting, in particular,
for impending volcanic eruptions, does not provide possibility of direct restoration of the spectra of spectrograms for the qualitative recognition without the a priori knowledge of the set of templates. It is shown that PCA in combination with hierarchical clustering is the more powerful practical tool for the automated identification of characteristic models in the seismic spectra. In this case, in contrast to PCA, the algorithms of general clustering cannot ensure ideal grouping of essential features on the constructed spectrograms. Thus, preference is given specifically to the method of principal components, which makes it possible, at the minimum losses of informativeness, to ensure reduction in dimensionality of the space of features.

Interesting is the approach, described in the paper [24] and based on the point estimation for the conditions of fuzzy pattern recognition. In this approach, the space is considered to consist of two fuzzy sets ("True" and "Deceiver"). In the first stage of the procedure each separate matcher is simulated as fuzzy set on the basis of the method of generation, using the function of automatic membership. The purpose of this procedure is elimination of uncertainty and imperfection in the evaluation of the corresponding points. Then new fuzzy estimations of compliance combine with the fuzzy operator of aggregation, after which the final decision about the recognition is made. The authors note that the proposed method possesses, in particular, high stability. At the same time, the articles [23, 24] should have mentioned the constraints, imposed on the given methods by specific conditions of the subject areas.

The approach to data processing for classification with the use of the methods of computational intellect is described in the paper [25]. The authors proposed the adaptive algorithm of fuzzy clustering with the use of objective function of the form

$$E(w_j,c_j) = \sum_{i=1}^{N} \sum_{j=1}^{m} w_{ij}^2 d^2(x_i(k),c_j) \rightarrow \min,$$  

(10)

with constraints:

$$\sum_{j=1}^{m} w_{ij} = 1, \quad k = 1,..., N, \quad 0 < \sum_{j=1}^{m} w_{ij} < N, \quad j = 1,..., m.$$  

(11)

Here $w_{ij} \in (0,1]$ is the level of belonging of the vector $x(k)$ to the $j$-th cluster, $c_j$ is the centroid of the $j$-th cluster, $d^2(x(k),c_j)$ is the distance between $x(k)$ and $c_j$ in the accepted metric, $\beta$ is the non-negative parameter, named “fuzzifier”.

The result of the work of this algorithm is formation of the matrix of fuzzy partition, in which the objects are divided into clusters (diagnoses). The characteristic feature, noted by the authors, is the fact that the form of clusters may vary from hypersphere to hyper-ellipsoid depending on the form of initial data. In other words, decisive is the selection of distance between $x(k)$ and $c_j$, described in the form

$$d(x(k),c_j) = \|x(k) - c_j\|^2 A_j^2 \{x(k) - c_j\},$$  

(12)

where $A_j$ is the reverse fuzzy covariance matrix of each cluster.

As noted by the authors [25], a peculiarity of this approach is insensitivity to the ratio of the number of objects to the quantity of indicators that characterize these objects, and also to the law of distribution of data. But it is not defined what requirements the area of location of initial data in the space of features must satisfy.

Such a brief survey allows us to state that the number of questions, which are not paid sufficient attention to, should include the stage of data preparation, which precedes the procedure of constructing classifying rules. In particular, the discussion may tackle the conversions of clustering even when there is no need for decreasing the dimensionality of the space of features with the minimum loss of informativeness. The discussion rather deals with the selection of the area of the space of features and maintaining the conditions on the compliance of the law of their distribution to the normal one and to the equality of covariance matrices of the divided classes.

3. The purpose and objectives of the study

The purpose of this work is to examine the influence of localization of vectors- patterns in the space of features on the position of the dividing surface, whose results may be used for the subsequent purposeful selection of the optimum algorithm of parametric classification.

To achieve the set goal, the following tasks are to be solved:

– the study of the nature of influence of the inequality of covariance matrices of classes on the position of the dividing surface and the accuracy of parametric classification;

– formation of directions of selecting the area of the space of features as the factor of improvement of the accuracy of parametric classification.

4. Numerical experiments on construction classifying rules for arbitrary area of the space of features of dimensionality (N>2)

Let, as a result of normalization, the values of the variables $x_i$ that characterize position of objects in the space of features of dimensionality (N>2) entered the range [-1; +1]. Let it also be known that $N_1$ objects belong to class A and $N_2$ objects belong to class B, moreover, $N_1=N_2$. The area of values for both classes is arbitrary (Fig. 1). The problem is to construct a straight line with the aid of the methods of parametric classification, which divides both classes in the space of features. In this case, taking into account that localization of both areas is arbitrary, the components of vectors– patterns are selected arbitrarily and there are no constraints from the subject area, let us name this task as a test.

It is natural to assume that the first stage, which precedes the procedure of construction of classification rule, must be checking the compliance of the laws of distribution of variables $x_1$ and $x_2$ with the normal one. The parameters of distributions, in this case, may be assessed as follows:

$$m(x_i) = \frac{1}{N} \sum_{j=1}^{N} x_{ij},$$  

(13)

$$S^2(x_j) = \frac{1}{N-1} \sum_{j=1}^{N} [x_{ij} - m(x_i)]^2,$$  

(14)

$$S(x_i) = \sqrt{S^2(x_i)},$$  

(15)

where $x_{ij}$ is the value of the i-th variable in the j-th experiment, $m(x_i)$ is the mathematical expectation of the i-th variable,
$S^2(x_i)$ is the estimation of dispersion of the i-th variable, mean-square deviation, $N$ is the number of objects in the class.

The theoretical probability of distribution is calculated based on the analytical description of the density function of the probability of the normal law of distribution:

$$p = \varphi(x_i) = \frac{\Delta x_i}{\sqrt{2\pi}S_i} e^{\frac{[-m(x_i)]^2}{2S^2(x_i)}},$$

where $\Delta x_i$ is the width of the interval of values of the i-th random magnitude, equal to $0.5S_i$, and plotted on the x-axis of the histogram of distribution.

The theoretical probability of distribution is calculated based on the analytical description of the density function of the probability of the normal law of distribution:

$$p = \varphi(x_i) = \frac{\Delta x_i}{\sqrt{2\pi}S_i} e^{\frac{[-m(x_i)]^2}{2S^2(x_i)}},$$

where $\Delta x_i$ is the width of the interval of values of the i-th random magnitude, equal to $0.5S_i$, and plotted on the x-axis of the histogram of distribution.

The results of data processing with the use of (13)–(16) for classes A and B are represented in Fig. 2–5.

In a general case it is necessary to verify the hypothesis about the compliance of the distribution law to the normal one, as one of the main prerequisites of the correctness of applying the Bayes statistics for the construction of a classifying rule. However, taking into account that the initial data were selected arbitrarily, it is sufficient to confine ourselves to the visual analysis of matching experimental and theoretical description. This analysis shows that the hypothesis about the normal distribution will be rejected in all four variants. Nevertheless, if there is reason to believe that in the specific case the distribution law nevertheless corresponds to normal, further solution of the problem of construction of the dividing straight line is
possible. In favor of this assumption one may put forward the following substantiation. When looking at Fig. 2–5, it is possible to see that in each of the cases the data can be burdened by systematic errors, which is observed in the form of several peaks on the histograms of distribution. This can lead to asymmetry on the density curves of the probability of distribution. Moreover, exactly this situation is often revealed at the attempts to evaluate distribution for the actually functioning objects, for example, in the industry. If such systematic errors are removed, then, probably, verification of the hypothesis, which postulates normal law of distribution, will yield a positive result.

Taking into account that the data sample for both classes is formed in an arbitrary manner, let us suppose that this is exactly the case.

Discriminant function in this case takes the form

\[ y = f(x) = x' \text{cov}^{-1}(x)(m_A - m_B). \]  

(19)

The threshold value of discriminant function, which makes it possible to make a comparison for making a decision about belonging of the object to the specific class, is calculated based on the equation

\[ y_0 = \frac{1}{2}(m_A + m_B)' \text{cov}^{-1}(x)(m_A - m_B) - \ln \frac{P(A)}{P(B)}. \]

(20)

Let us assume that the priori probabilities of classes are identical: \( P(A) = P(B) = 0.5 \). Parameters of distributions \( p_A(x) \) and \( p_B(x) \), calculated based on initial data of the test problem (Fig. 1), comprise:

\[
\begin{align*}
\text{cov}_A(X) &= \begin{pmatrix} 0.08644 & -0.0409 \\ -0.0409 & 0.22722 \end{pmatrix}, \\
\text{cov}_B(X) &= \begin{pmatrix} 0.12405 & -0.0085 \\ -0.0085 & 0.23991 \end{pmatrix}.
\end{align*}
\]

It is evident that the covariance matrices of classes A and B are not equal, i.e., one of the conditions for correct application of the Bayes statistics is not fulfilled – it is known that in this case the bordering surface ceases to be linear. Nevertheless, it is of interest to examine this situation in order to understand how the failure to meet this condition will influence the position of the dividing straight line in the space \((N \times 2)\) and the accuracy of classification connected with it. We, in other words, remove the constraint to the equality of covariance matrices and build a classifying rule, moreover, for each class separately. In this case, the classifying rule, coefficients in the analytical description of which are calculated for class A, takes the form:

\[ x' \in A \text{ if } -5.8225x_1 + 1.1292x_2 \geq -0.5547. \]

\[ x' \in B \text{ if } -5.8225x_1 + 1.1292x_2 < -0.5547. \]

(21)

The classifying rule, coefficients in the analytical description of which are calculated for class B, takes the form:

\[ x' \in A \text{ if } -3.6993x_1 - 0.2082x_2 \geq -0.2786, \]

\[ x' \in B \text{ if } -3.6993x_1 - 0.2082x_2 < -0.2786. \]

(22)

Fig. 6 presents the results of construction of the dividing straight line, the position of which in the coordinates \( x_1 \)–\( x_2 \) is readily available, by its description from the forms (21) and (22) into the description of straight line “in sections”:

\[ \frac{x_1}{a} + \frac{x_2}{b} = 1, \]

where \( a \) is the section, intercepted on the axis \( x_1 \), \( b \) is the section, intercepted on the axis \( x_2 \).
Fig. 6. Results of constructing the dividing straight lines in the space of dimensionality \((N=2)\) for the test problem. Markers \(\Delta\) designate the sections, intercepted on the axes at the transformation of the equations of straight lines to the form “in sections” \((a=0.095, b=0.095\) for the straight line 1, \(a=0.075, b=0.075\) for the straight line 2)

It is clear from Fig. 6 that both dividing straight lines are located close to each other \((\Delta a=0.02, \Delta b=0.02)\). In this case we observe the overlap of classes A and B, which includes a rather large quantity of objects of both classes. The accuracy of classification, assessed by the probability of inclusion of the objects into an appropriate class with the aid of the expressions (23), (24), amounts to 51.4 % for class A and 74.3 % for class B.

\[
P_A = \frac{n_A}{N_A} \cdot 100, \tag{23}
\]
\[
P_B = \frac{n_B}{N_B} \cdot 100, \tag{24}
\]

where \(n_A, n_B\) is the quantity of correctly classified objects for classes A and B, respectively, \(N_A, N_B\) is the total quantity of objects of classes A and B, respectively.

The displacement of the dividing straight lines relative to each other is so small that it does not influence the accuracy of classification in any way. The densities of probabilities of distribution of the value of the discriminant function \(y=f(x)\) are given in Fig. 7.

As can be seen from Fig. 7, a classification error of the dividing straight line in the position \(y=y_0\) is proportional to the area of the shaded figure ABCD. The manifestation of this fact is connected with the values of covariance matrices of the classes; therefore there is a question if it is possible, by changing the shape of the area of the space of features, to attain an increase in the accuracy of classification. In other words, if it is possible by some purposeful way to localize the area of vectors-patterns in the space of features in order to maximize the share of the correctly classified objects.

If we refer to the known positions about the fact that the form of the plan of experiment determines the accuracy of estimations of the coefficients of mathematical models, one can assume the following. Assume that the linear dividing surface is built with the aid of the parametric method, moreover, under conditions when the covariance matrices of the divided classes are not equal to each other. Then for each of the classes one can select the area of values of factors-features, for which the accuracy of classification is absolute. In other words, to construct a classification rule, the area of the space of features is selected, not overlapped by the area of another class. For example, this area under the dividing straight line for class A, limited on the right by the left red broken line, i.e., by the left boundary of class B (Fig. 6). By analogy, the area for class B can be selected. Any point, which belongs to this area, according to the said above, can be related to the appropriate class. Any point, which belongs to this region, on the strength of what has been said, can be related to the appropriate class. Such points, therefore, may be the coordinates of the apexes of the plan of full factorial experiment (FFE). If the components of vectors-patterns from classes A and B are selected precisely according to this principle, then two problems are practically solved. The first—the vectors of factors-features will be orthogonal to each other, i.e., the elements of covariance matrix, which are not on the principal diagonal, are zero. The second—covariance matrices for classes A and B will be equal to each other. The latter will be executed under additional condition— if the intervals of variation of variables for classes A and B in terms of the appropriate variables will be equal to each other. In this case, there is a question in what particular part of the area of the space of features for each of the classes the vectors-patterns must be localized. To answer this question, one must perform the calculations of parameters of distributions with the subsequent classification of the objects for different combinations of the plans, placed in the different quadrants.

Fig. 7. Densities of probabilities of distribution \(p_A(y)\) and \(p_B(y)\) of the value of discriminant function for classes A and B: 1 is the curve \(p_A(y)\), 2 is the curve \(p_B(y)\)
of plane in the coordinates \(x_1 - x_2\). The results of such calculations are presented in Fig. 8.

![Fig. 8. Position of the dividing straight line for different localizations of the vectors-patterns of classes A and B, selected in accordance with the plans of the full factorial experiment](image)

As can be seen in Fig. 8, the selection of different plans of FFE for calculating the parameters of distributions of classes determines the position of dividing straight line in the space of coordinates \(x_1 - x_2\). This means that the selection of the corresponding area of planning can provide, in a general case, for a change in the position of the hyperplane, which divides classes A and B.

6. Discussion of the possibility of increasing the accuracy of classification by localization of vectors-patterns with the aid of the FFE plans

As follows from the obtained results, the localization of vectors-patterns in the selected space of features based on the FFE plans may become the factor that contributes to the increase in the accuracy of classification of objects. The latter is connected with the position of the dividing straight line or, in a general case of multidimensional space of features, the hyperplane. Important in this case is the mutual arrangement of plans for classes A and B relative to each other. For example, as can be seen from Fig. 8, if the plans for both classes are selected at the identical distance from the dividing straight line, then it crosses the origin of coordinates. In this case, it does not matter if the identical intervals of variation for the objects inside one class (plans No. 1 for classes A and B) are selected, or the intervals of variation for \(x_1\) and \(x_2\) inside one class are not equal to each other (plans No. 2 for classes A and B). The main thing is that the intervals of variation of the corresponding variables for classes A and B are equal to each other. In this case, we see (Fig. 8) that the dividing straight lines coincide. By possessing the plans with identical covariance matrices for both classes and arbitrary areas of the space of features of the classes with unequal covariance matrices, it is possible to perform the estimation of the importance of inequality of covariance matrices relative to its influence on the accuracy of classification.

It so happens that in this case the displacement of the dividing straight line is insignificant, and one object of class A and one object of class B are placed in the section between two dividing straight lines. This can be seen if one compares results of Fig. 6, 8. In this case, the accuracy of classification of the objects of class B increases while the accuracy of classification of the objects of class A is reduced. Nevertheless, such a change in the accuracy should be considered non-essential.

If we change the geometry of plans in such a way that the interval of variation by the variable \(x_1\) for class A is equal to the interval of variation by the variable \(x_2\) for class B, and the interval of variation by the variable \(x_2\) for class A is equal to the interval of variation by the variable \(x_1\) for class B, then the dividing straight line is displaced downwards (plan No. 3, Fig. 8). In this case, the accuracy of classification of the objects of class B increases considerably, but the accuracy of classification of the objects of class A is lowered (\(P_{63}=0.343\)).

Reverse situation is observed when the plans have identical values of the intervals of variation inside each class and for classes A and B by the corresponding variables; moreover, the plan for class A is located in the third quadrant, and for class B – in the fourth. The dividing straight line is displaced upwards in this case, increasing the accuracy of classification for class A (\(P_{63}=0.686\)) and decreasing for class B (\(P_{63}=0.514\)). This can be seen by comparing the results given in Fig. 6 and in Fig. 8.

Obviously, selecting by appropriate way the area of the space of features, in accordance with the FFE plans, there is a possibility of purposeful influence on the accuracy of classification. If one considers that the values of the components of vectors-patterns for the test problem were selected arbitrarily, there is a question to what degree the obtained results can be used for examining the real objects. Since the values of variables were assigned in a standardized form, it can be assumed that, independent of the nature of the variables of the space of features, the obtained results may be used for a wide range of applied problems.

Let us examine as an example the real chemical engineering system, which includes two consecutively operating industrial units – a shaft-type furnace, which works by the principle of countercurrent, and electrical furnace. The task of functioning of this system is obtaining alloy with the required properties, formed owing to the physical-chemical processes that occur in both units. Principal scheme of this chemical engineering system is represented in Fig. 9.
As the space of features, in accordance with the expert data, concentrations of chemical elements in the alloy, on which the formation of the properties depend [26, 27] can be selected. In the simplified variant, when only the main factors are examined – carbon concentration (designated below as $x_1$) and the carbonic equivalent of the alloy (designated below as $x_2$) – the data sample for classes A and B is formed. In this case, the main factors in this type of process are not the particular concentrations, but deviations in their values from the nominal ones, set by the modes of industrial functioning of the equipment. The sample out of 70 objects – 35 for each of the classes – includes standardized values of deviations by both variables.

The task of classification is to determine the belonging of object to class A (deviations from the nominal are caused by the modes of operation of the unit AHTS No. 1) or to class B (deviations from the nominal are caused by the modes of operation of the unit AHTS No. 2). Since the selection of the optimum modes of operation of the unit AHTS No. 2 depends on the values of the space of features, formed at the output from the unit AHTS No. 1 (in Fig. 9, they correspond to the output variables of process No. 1), it is very important to know if it is worthwhile passing from one operating mode to another one.

Fig. 10 demonstrates the results, obtained by the selection of the area of localization of vectors-patterns for classes A and B based on the plans of FFE.

As can be seen from Fig. 10, construction of the classifying rule by the initial sample provides a low indicator of the accuracy of classification for class B ($P_B=0.514$), while application of the localization, selected in accordance with the plan of FFE, ensures the increase in this indicator to $P_B=0.714$.

In this case, the accuracy of classification of the objects that fall into class A, amounts to $P_A=0.886$. This testifies to the efficiency of the proposed variant of localization of vectors-patterns based on the selection of plans of FFE for the subsequent construction of classification rules. However, we should note an obvious shortcoming of this study – the lack of functional dependencies, which make it possible to quantitatively evaluate the accuracy of classification at various variants of arrangement of FFE plans. Nevertheless, the obtained results make it possible to see the field of further research, in particular, in the direction of the above-indicated shortcoming and subsequent experimental optimization. The purpose of such optimization might be the selection of such coordinates of the centers of plans and their geometric characteristics for classes A and B, which ensure the maximum share of correctly classified objects. Nevertheless, this approach has explicit constraints, connected with the fact that the dividing, in a general case, hyperplane, due to the displacement to the optimum position, will not ensure the accuracy of classification close to 100%. And this may be linked not only to the linear nature of the dividing surface, but also to the informativeness of the selected variables. Obviously, the latter should include not only the variables that characterize object, but also the parameters, which describe the geometry of clusters in the space of features.

7. Conclusions

1. It was found that the inequality of covariance matrices of the divided classes with the use of parametric methods of classification leads to the shift of the dividing surface. The magnitude of this displacement may not become the essential factor, which influences the accuracy of classification, which is evaluated by the share of the correctly classified objects. For the space of variables with dimensionality (N>2), it is shown that for the randomly selected classes inside the
square with the length of the edge, equal to two, the accuracy of classification for classes A and B proves to be different. The latter depends on the position of the straight line, which divides classes in the space of factors-features.

2. It is shown that localization of vectors-patterns in the space of features may be selected in accordance with the plans of full factorial experiment. The selection of the appropriate area of positioning the plans for classes A and B is connected with the position of the dividing surface, in this case, as the apexes of the plan, the coordinates of vector-pattern are selected, which belong to the corresponding class with the probability of 100%. Due to this localization, the equality is ensured of covariance matrices of the classes and the share of the correctly classified objects increases. The reserve for the increase in the accuracy may be in the realization of the purposeful procedures to change the coordinates of plans, for example, with the aid of the methods of experimental optimization.
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1. Introduction

Input data uncertainty is one of the key factors in complex natural systems modeling. These include ecological, social, economic, technical systems of various nature. Constructing a single analytic expression that would mathematically describe such a system is a highly complicated task, and it is only possible to make assumptions about the way the system operates based on an experimental data set.

In [1] a number of UN-factors are described, that have a defining impact on the experimental data set quality, including measurements imprecision, lack of conditions for direct observations of the object, incompleteness and ambiguity of the knowledge related to the subject area and the task at hand, unaccounted for (hidden) parameters impact, lack of expert knowledge about the subject area or inability to formalize them, as well as uncertainty caused by input feature space dimensionality (redundancy and noise) [1, 2].

All these factors are inherent in natural systems and processes in one way or another. As an example of modeling a system of this class, later in this paper we show how the condition of an artesian well can be evaluated at any given time from the beginning of hydrogeological exploration up to its full completion. This task is characterized by difficulties in accessing experimental data, since obtaining input data necessary for operation of any given model requires significant effort. It is therefore to be expected, that geological exploration which precedes putting an artesian well into operation lasts ranging from 6 months and up to several years [3].