1. Introduction

At present, there are certain achievements gained in the field of diagnosing cardiovascular diseases. However, myocardial infarction (MI) is still the most common cause of disability and mortality among the social-significant group of population group in the world. According to data of the World Health Organization, every year 32.4 million cases of MI and strokes occurrence are recorded worldwide. Patients with MI belong to the increased risk group for the occurrence of further coronary events. The patients who survived MI have the increased risk of relapses and repeated infarctions. This fact increases mortality by 5% [1].

The State Department of Statistics in Ukraine registered 1,879,963 people with the circulatory system diseases in 2014. More to the point, the contribution of MI to the structure of mortality from the circulatory system diseases over the past 4 years has increased by 14.3%. There were revealed 5779 cases of disease registered for the first time for 100,000 of the population in the Kharkiv Region (Ukraine) alone. The index of mortality from the acute MI in the structure of total mortality of the population of Ukraine reached 18.7%.

An increase in the stay of patients in the hospital and the lethal outcome is caused by the relapsing MI (RIM) that is a variant of the disease, at which new sections of the necrosis...
of myocardium are developed during 28 days from the beginning of previous MI [2]. Patients with MI need adequate therapeutic measures, directed toward survival and averting threatening complications. That is why the prediction of possible development and outcome of RIM must be timely, taking into account possible changes in the state of patient during the period of stay in the clinic.

Thus, the relevance of the problem is defined by the necessity of increasing the accuracy in predicting both the occurrence of RIM and its outcome in the patients with MI for the purpose of averting threatening states and reduction in the hospital lethality.

2. Literature review and problem statement

For solving the problems of diagnosis and prediction in medicine, in particular cardiology, different mathematical methods and approaches are actively applied [3, 4].

The problem of prediction of the course of disease in patients with MI is extremely complex. A number of known methods can be used for its solution. Papers [5, 6] propose the method of predicting the relapses of MI in patients, who are in the rehabilitative period. This method is based on the mathematical apparatus of fuzzy logic. The main disadvantages include the need for a large volume of the training sample, which is not always acceptable under conditions of decision making in emergency.

There is a known method of predicting the possibility of occurrence of RIM, which is based on the mathematical apparatus of artificial neural networks and standard algorithm of reverse propagation [7]. This method is labor-consuming and requires the redundancy of information about the patient (a doctor has to enter minimum 25 factors to the map of patient). A large number of existing methods and approaches to the prediction of possibilities of occurrence of different complications after previous MI are based on the methods of mathematical statistics. Thus, papers [8, 9] describe analysis of survival of the patients who had MI with the use of regression analysis, namely the multifactor regression model of Cox. The authors on the basis of the methods of mathematical statistics also determined significant predicting factors, which influence the risk of repeated and relapsing MI.

Authors of article [10] proposed a mathematical model of proportional intensities for the prediction of MI and repeated cardiovascular catastrophes. All predictors of the model synthesized by the authors were determined with the use of the long-run test and Bayesian approach. Authors of paper [11], on the basis of dispersion data analysis, determined the influence of indices on the possibility of occurrence of relapsing MI and proposed a multiparametric mathematical model for predicting lethal outcome from this complication.

The shortcomings in the application of the considered methods are:
- mandatory existence of a large number of tests;
- slow convergence of computational procedures with a large number of factors, which complicates the process of obtaining reliable solution;
- the margins of error in the calculations in the synthesis of mathematical models are not accurately determined and have certain randomness, which is caused by possible incompleteness of the initial data.

The application of statistical methods also does not warrant the construction of complete and precise classification of the states of patient for the prediction of RIM under conditions of uncertainty of the initial information, which may subsequently affect the accuracy of prediction.

Thus, it is necessary to design a method for predicting RIM taking into account the enumerated shortcomings.

For the solution of the set problem, it is expedient to use the methods of verbal decision analysis (VDA), developed in the Institute of Systems Analysis of the Russian Academy of Sciences. These methods are divided into three classes: distribution of alternatives according to the classes of solutions, ordering of alternatives, and detection of the best alternative. The RIM prediction problem may be attributed to the class “distribution of alternatives according to the classes of solutions”.

There are three methods, with the aid of which they perform the distribution of alternatives according to the classes of solutions: ORCLASS (ordinal classification of states), CYCLE, CLARA.

The CLARA method categorizes not all possible vectors of state, comprised of the criteria of evaluation of the states of patient for the prediction of RIM, but only some of them. In the CYCLE method, for constructing full classification during the formulation of diagnosis, the doctor deals with two vectors y and y', those describing the state of one patient [12]. In this case, the method of constructing full classification, although is the fastest, however does not describe all possible processes, necessary for the prediction of RIM, in contrast to the ORCLASS method, by which, for constructing full classification, a doctor-cardiologist is presented with one vector of state of the patient. The application of the ORCLASS method also provides the possibility of comprehensive consideration of the factors, which influence the occurrence and outcome of RIM, their combinations and mutual influence, which is extremely important.

3. The purpose and objectives of the study

The purpose of present study is to develop a method of prediction of RIM using the method of verbal decision analysis ORCLASS.

To achieve the set goal, the following tasks are to be solved:
- to determine the set of criteria for evaluation of the state of patient for the prediction of RIM;
- to build an ordinal classification of the states of patients for predicting the development of RIM;
- to design interpolation diagnostic polynomial for determining the measure of proximity between the classes and the group of attributes of RIM.

4. Development of method for predicting relapsing myocardial infarction

At the first stage, for the prediction of RIM, based on the method for determining significance of opinions of experts during formation of an expert group [13–16], we selected a group of experts, which includes the best 5 specialists, who have been working in the field of cardiology for not less than 10 years.

At the second stage, experts define a set of criteria for evaluation of the state of a patient: $K = \{K_i\}_{i=1}^n$ where $i$ is the ordinal number of the criterion for evaluation of the
state, z is the quantity of criteria. For the problem of prediction of RIM, the experts determined the following 5 criteria (Table 1).

**Table 1**

Criteria for evaluation of the state of patient for the prediction of RIM

<table>
<thead>
<tr>
<th>Denotation</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>K₁</td>
<td>type infarction</td>
</tr>
<tr>
<td>K₂</td>
<td>Killip heart failure, determined by the Killip scale</td>
</tr>
<tr>
<td>K₃</td>
<td>hypertonia based on gender and age grading</td>
</tr>
<tr>
<td>K₄</td>
<td>associated diseases</td>
</tr>
<tr>
<td>K₅</td>
<td>pain syndrome (pain intensity)</td>
</tr>
</tbody>
</table>

Let us denote through $k_{ij}$ the j-th estimation of the i-th criterion of RIM specificity, which is regulated descendingly $j = 1, n(i)$, n(i) is the number of values of estimations on the scale of the i-th criterion (different for each criterion; therefore, depends on i). Possible values of criteria for the prediction of RIM are represented in Table 2.

**Table 2**

Values of estimations of criteria of the state of patient for the prediction of RIM

<table>
<thead>
<tr>
<th>i</th>
<th>j</th>
<th>Significance, $k_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>primary microfocal MI</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>primary macrofocal MI</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>repeated microfocal MI</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>repeated macrofocal MI</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>MI without signs of circulatory failure</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>MI with signs of moderate heart failure</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>MI with acute left ventricular failure (pulmonary edema)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>MI with cardiogenic shock</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>male or female to 40</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>male or female from 41 to 50</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>female from 51 to 60</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>male from 51 to 60</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>male or female from 61 to 70</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>male or female older than 71</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>no associated diseases</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>existence of the associated diseases that are more frequently do not lead to the lethal outcome, such as the kidney deficiency, anemia (not linked to the oncologic diseases), chronic obstructive disease of lungs (CODL)</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>the presence of the associated diseases, is more frequent than leading to the lethal outcome, for example, diabetes mellitus</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>no pain</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>weak pain, aching pain without irradiation (spontaneous)</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>pain with irradiation to left shoulder (lasting longer)</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>constant pain, periodically intensifies in the heart area, radiating to the left shoulder, shoulder blade, arm, left part of the head, not stopped with medication</td>
</tr>
</tbody>
</table>

*At the third stage* all values of the i-th criterion are represented in the form of the rank qualitative scale in the ascending order of the attribute of specificity of the degree of severity of RIM (from the best to the worst) (Fig. 1):

**Fig. 1. Rank qualitative scale of the criteria of evaluation of the state of a patient**

At the fourth stage we determine the set of all hypothetically possible states of patient, which is the Cartesian product of the sets of values of the criteria K, of the form:

$$A = K₁ × K₂ × K₃ × K₄ × K₅,$$

cardinality of the set A:

$$|A| = |K₁| × |K₂| × |K₃| × |K₄| × |K₅|.$$  \(1\)

Set A determines the space of states of patient, subject to the classification:

$$A = \{a_i\},$$  \(2\)

where $a_i = (a_{i1}, a_{i2}, a_{i3}, a_{i4}, a_{i5})$ is the vector estimation of the i-th state of patient, $a_i ∈ K_i$.

At the fifth stage we define the class for the prediction of RIM, to which the patient may be assigned with his vector of state.

The ratio of strict domination is introduced for this purpose: vector of state $a_i$ of the patient is better than the vector of state $a_j$ of the patient if, by all the criteria, vector of state $a_i$ has estimations that are not worse than vector of state $a_j$, and at least by one criterion has a better estimation.

All $a_i$ states of patients are coded, using only ordinal numbers of the values of the corresponding criteria and they are ordered in the lexicographical order (from the best to the worst).

Then the set A is divided into nonintersecting classes of the state of patient, regulated by the growth of manifestation of RIM:

$$A = \bigcup_{i=1}^{l} C_i,$$  \(3\)

where $C_i$ is the i-th class of the state of patient, i=1...l is the number of the classes of states of patient ordered from the best to the worst.

Classes $C_i$ are meaningfully the diagnoses, regulated from the best to the worst. In this case, the principle is used: for the best states, the worst classes are forbidden (and vice versa – for the worst states, forbidden are the best classes).

Formally this means that if:

- $a_i ∈ C_j$ then the best vector of state $a_i ∈ C_j$ or $C_3$;
- $a_i ∈ C_j$ then the best vector of state $a_i ∈ C_j$.

Belonging $a_i$ of the vector estimation of the state of patient to one or another class is determined by the survey of experts (straight classification), for the best/worst states, forbidden are the worst/best classes (indirect classification).

Since the belonging of states to several classes $C_i$ is the sign of incompleteness of the process of classification of the states of patients, then it is necessary to determine the set of numbers of the classes $G_i$ permissible for the vector of state $a_i$.

The quantity of indirectly classified vectors of state $a_i$ depends on what point of a multidimensional space, formed
by the Cartesian product of the scales of criteria of evaluation of the state of patient is presented to an expert, and on the class of the state $C_i$ to which he/she will assign the state in question. Taking into account that the probability $p_{i1}$ of belonging $a_i$ of the vector of state to the $C_i$ class depends on the proximity of this state to this class, then for each $a_i$ vector of state it is possible to determine the evaluation of the obtained information for possible answers of experts and the estimation of proximity of the state of patient to each of the possible classes $C_i$.

The process of classification consists in the determination of the most informative state, its direct classification (presentation to a decision making person (DMP) and assignment to a particular class) and indirect classification of the best states (forbidding the worst classes) and the worst states (forbidding the best classes).

As a result of classification, each state of patient must belong only in one class, that is, a definite diagnosis is formulated for the patient in the given state. Thus, it is necessary to determine a number of classes $C_i$, forbidden for the best and worst states, when assigning the vector of state $a_i$ to one or another class.

At the sixth stage, for minimization of the number of variants presented to experts during the division of set $A$ into $C_i$ classes, in each iteration of a multi-iterative process, we determine $a_i$ vector of state, which provides with any answer of experts for a maximum amount of expected information in relation to other states. Let us describe this procedure.

The measure of proximity of vector of state $a_i \in A$ to a certain class $C_i$ is introduced, which will characterize the probability that $a_i$ will be assigned by experts to class $C_i$. It is necessary to determine a maximally informative state of the patient, which will be presented to DMP, for assigning to the class. For this purpose, we calculate the center $s_i$ of non-empty class $C_i$ in the following way:

$$s_i = (s_{i1}, s_{i2}, \ldots, s_{in})$$

where

$$s_i = \left( \sum_{s_i \in C_i} a_i \right) / |C_i|$$

Then we determine distance $d_{ij}$ from the state $a_i$ to the center $s_i$ of class $C_i$ by the following expression:

$$d_{ij} = \sqrt{\sum_{j=1}^{n(i)} (a_{ij} - s_{ij})^2}$$

After this, we determine a maximally possible distance $d_{max}$ between two vectors of state, which belong to the set $A$ (the best and the worst state):

$$d_{max} = \max_{j \neq i} \left| \sum_{j=1}^{n(i)} (a_{ij} - s_{ij}) \right|$$

Then we determine the probability $p_{i1}$ of the fact that DMP will assign state $a_i$ to the valid class $C_i$:

$$p_{i1} = \left( d_{max} - d_{ij} \right) / \sum_{j \in C_i} (d_{max} - d_{jm})$$

where $w = \prod_{j=1}^{n} n(i)$ is the total number of possible combinations of estimations according to the $i$-th criteria with $n(i)$ number of values of estimations by the scale. The probability of $p_{i1}$ is the larger the less is the distance between the vector of estimations $a_i$ and the center of class $C_i$. It is possible to consider that in this case the possibility of assigning vector of state $a_i$ to the class $C_i$ will be higher.

Let us denote through $g_{i1} = |C_i| \cap [1, 1, \ldots, 1]$ the number of classes (amount of additional information), forbidden for the best vector of state $a_i$ if it is assigned to class $C_i$. Its value is calculated by formula:

$$g_{i1} = \prod_{j \in C_i} (1 - q_{i1,j})$$

Let us denote through $q_{i1} = |C_i| \cap [1, 1, \ldots, 1]$ the number of classes, forbidden for all best states with the vector of state $a_i$ assigned to class $C_i$. Its value is calculated by formula:

$$q_{i1} = \prod_{j \in C_i} (1 - q_{i1,j})$$

where the summing is conducted by all vectors of state $a_i$ that are better than $a_i$.

The best classes are forbidden for the worst states. Formally this means that if $a_i \in C_i$, then the classes $C_i_{i+1}$ are forbidden.

Let us denote through $q_{i1} = |C_i| \cap [1, 1, \ldots, 1]$ the number of classes, forbidden for all the worst states with the vector of state $a_i$ assigned to class $C_i$. Its value is calculated by formula:

$$q_{i1} = \prod_{j \in C_i} (1 - q_{i1,j})$$

Let us denote through $q_{i1} = |C_i| \cap [1, 1, \ldots, 1]$ the number of classes, forbidden for all the worst states with the vector of state $a_i$ assigned to class $C_i$. Its value is calculated by formula:

$$q_{i1} = \prod_{j \in C_i} (1 - q_{i1,j})$$

where the summing is conducted by all vectors of state $a_i$ that are worse than $a_i$.

Let us denote through $q_{i1} = \prod_{j \in C_i} (1 - q_{i1,j})$ the number of additional information in relation to all classes of the states of patient, forbidden for all other states at $a_i \in C_i$. Its value is calculated as follows:

$$q_{i1} = \prod_{j \in C_i} (1 - q_{i1,j})$$

Then for each vector of state $a_i$ we determine evaluation of its informativeness $I_{i1}$ relative to class $C_i$:

$$I_{i1} = p_{i1} \times q_{i1}$$

and we determine the uniform quantitative index of informativeness $I_{max}$ of each, not yet classified, vector of state $a_i \in A$ [12]:

$$I_{max} = \sum_{a_i \in A} I_{i1}$$

At the seventh stage, as a result of ordinal classification of the states of patients, the decisive rule is formulated for
the doctor with all $a_i$ vectors of state, distributed by the $C_i$ classes. The classes of possible states, to which a patient may be assigned, are presented in Table 3.

<table>
<thead>
<tr>
<th>Class</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>without relapse</td>
</tr>
<tr>
<td>$C_2$</td>
<td>relapse is possible without lethal outcome</td>
</tr>
<tr>
<td>$C_3$</td>
<td>relapse is possible with lethal outcome</td>
</tr>
</tbody>
</table>

At the eighth stage, based on the data obtained as a result of classification, we synthesize interpolation diagnostic polynomial. This polynomial will make it possible to determine the measure of proximity of the vector of state $a_i$ to class $C_i$ and thus to predict possible state of a patient.

Interpolation diagnostic polynomial is presented in the form of function whose arguments are the vectors with the code of the state of a patient, formed by the ordinal numbers of values of the corresponding criteria, and the values are the numbers of classes, to which the states of the patient belong:

$$f: K_1 \times \ldots \times K_m \rightarrow \{1, \ldots, l\},$$

where $l$ is the quantity of classes of the states of patients. Then the interpolation diagnostic polynomial may take the following form:

$$f(k_1, k_2, \ldots, k_m) = \frac{\sum_{i=1}^{l} b_{i1} \sum_{j=1}^{l} b_{i2} \ldots \sum_{n=1}^{l} b_{in} k_{i1} k_{i2} \ldots k_{in}}{K_1 \times \ldots \times K_m} \times f_{i1} k_{i2} \ldots k_{in},$$

where $(k_{i1}, k_{i2}, \ldots, k_{in})$ is the vector of state of patient; $b_{i1}, b_{i2}, \ldots, b_{in}$ are the coefficients at the appropriate term.

It is known that two points uniquely determine a straight line on the plane, three points – parabola, four – cubic parabola, etc. That is why the corresponding interpolation polynomial has a degree one unity less than the number of points, in which the value of function is known.

At the ninth stage a doctor-cardiologist collects anamnesis of the patient, which include: results of inspection, of conducted clinical-instrument (electro- and echocardiography, angiography, etc.) and clinical laboratory examinations (clinical and biochemical analyses of blood and urine, coagulography, etc.)

At the tenth stage, based on the experience and by the use of polynomial (15), determines the values of measure of proximity to each class $C_i$. After this, based on the obtained values, a possible class of the state is determined. Thus, a patient will be assigned to class $C_1$ if

$$(K_1 \in 1..4) \wedge (K_2 \in 1..4) \wedge (K_3 \in 1..5) \wedge (K_4 \in 1..3) \wedge (K_5 \in 1..4),$$

and $C_2$ – if

$$(K_1 \in 1..4) \wedge (K_2 \in 1..4) \wedge (K_3 \in 1..6) \wedge (K_4 \in 1..3) \wedge (K_5 \in 1..4),$$

and $C_3$ – if

$$(K_1 \in 1..4) \wedge (K_2 \in 1..4) \wedge (K_3 \in 2..6) \wedge (K_4 \in 1..3) \wedge (K_5 \in 1..4).$$

At the twelfth stage, a diagnostic conclusion is formed for making a final decision by the cardiologist.

### 5. Ordinal classification of the states of a patient for predicting relapsing myocardial infarction

The process of ordinal classification of the states of a patient based on the proposed method is the one-time multi-iterative procedure, which can be presented in the following form.

Let us determine cardinality of the set $|A|$ of hypothetically possible states of patient by (1):

$$|A| = 4 \times 4 \times 6 \times 3 \times 4 = 1152.$$  

The space of states of a patient, due to be classified, takes the form by (2):

$$A = \{a_k\}_{k=1}^{1152}.$$  

Initially (in the first iteration), class $C_1$ includes the vector of state $a_1 = (1, 1, 1, 1, 2)$. This class is not empty, it consists of one element, which determines the center of the class: $s_1 = (1, 1, 1, 1, 2)$. By analogy, for class $C_2$ we have $s_3 = (4, 4, 6, 3, 4)$. The center of class $C_3$ is defined as the arithmetic mean of values of the corresponding components of the centers of classes $s_1$ and $s_3$ by (4):

$$s_2 = \frac{(1+4+1+4+1+6+1+3+1+4)}{2} \times \frac{1}{2} = (2.5, 2.5, 3.5, 2; 2.5).$$

Let us calculate the informativeness $I_0$ of vector of state $(1, 1, 1, 1, 2)$.

Let us first determine distances $d_1$, $d_2$ and $d_3$ from this state to the centers of classes $C_1$, $C_2$ and $C_3$ according to (5):

$$d_1 = |1 - 2| + |1 - 2| + |1 - 2| + |1 - 2| + |1 - 2| = 1;$$

$$d_2 = |2.5 - 2.5| + |3.5 - 2.5| + |2 - 2| + |2.5 - 2| = 7;$$

$$d_3 = |2 - 2| + |6 - 2| + |3 - 2| + |4 - 2| = 15.$$  

Maximum distance (distance between the best and the worst state) by (6) can be determined as

$$ \text{dist}_{\text{max}} = |1 - 4| + |1 - 4| + |1 - 6| + |1 - 3| + |1 - 4| = 16.$$  

Then by (7) we will determine probabilities $p_1$, $p_2$ and $p_3$ that DMP will assign state $(1, 1, 1, 1, 2)$ to classes $C_1$, $C_2$ and $C_3$, respectively:
If DMP assigns vector of state \((1, 1, 1, 1, 2)\) to class \(C_1\), then it will give no additional information about the belonging of other states to one or another class. Actually, based on the fact that the best states cannot belong to the worst classes, for the vector of state \(a_i\) it is necessary to forbid classes \(C_2\) and \(C_3\). From the other hand, based on the fact that the worst states cannot belong to the best classes, then for these states it is necessary to forbid the classes, which are better than \(C_1\). But there are no such classes because by condition \(C_1\) is the best class, that is, amount \(q_0\) of additional information with DMP’s assigning of vector of state \((1, 1, 1, 1, 2)\) to class \(C_1\) is equal to zero \((q_0=0)\).

If DMP assigns vector of state \((1, 1, 1, 1, 2)\) to class \(C_2\), then for the best state \(a_i\) it is necessary to forbid the worst class \(C_3\). And for the worst states, it is necessary to forbid the best class \(C_1\). Their quantity is determined based on that the values of all components of the worst states are not better than \((1, 1, 1, 1, 2)\):
- the first component changes from 1 to 4 (4 variants are possible);
- the second component changes from 1 to 4 (4 variants are possible);
- the third component changes from 1 to 6 (6 variants are possible);
- the fourth component changes from 1 to 3 (3 variants are possible);
- the fifth component changes from 2 to 4 (3 variants are possible).

Thus, there are \(4 \times 4 \times 6 \times 3 \times 3 = 864\) variants of combinations of the values of components. These combinations include vector of state \((1, 1, 1, 1, 2)\) and the worst vector of state \((4, 4, 6, 3, 4)\), it does not belong to class \(C_1\) because originally \(a_{11121} \epsilon C_1\). Therefore, these states must be excluded from the total quantity of variants.

Consequently, for each of 862 worst variants, the best class \(C_1\) will be forbidden. In other words, amount \(q_3\) of additional information with DMP’s assigning of vector of state \((1, 1, 1, 1, 2)\) to class \(C_2\) is equal to 862: \(q_3 = 1 \times 862 = 862\).

If DMP assigns vectors of state \((1, 1, 1, 1, 2)\) to class \(C_3\), then for the best state \(a_i\) it is necessary to forbid the worst class, but there are no such classes because by condition \(C_3\) is the worst class. But for the worst states, it is necessary to forbid the best classes \(C_1\) and \(C_2\). In other words, amount \(q_3\) of additional information with DMP’s assigning vector of state \((1, 1, 1, 1, 2)\) to class \(C_3\) is equal to: \(q_3 = 2 \times 862 = 1724\).

Next, in accordance with (13), let us determine the estimation of informativeness \(I_1, I_2\) and \(I_3\) of vector of state \((1, 1, 1, 1, 2)\) relative to classes \(C_1, C_2\) and \(C_3\), respectively:

\[
I_i = q_i \times q_0 = \frac{15}{25} \times 0 = 0;
I_2 = q_2 \times q_0 = \frac{9}{25} \times 862 = 310.32;
I_3 = q_3 \times q_0 = \frac{4}{25} \times 1724 = 86.96.
\]

Next by (14) we will calculate the uniform quantitative index \(I_{max}\) of vector of state \((1, 1, 1, 1, 2)\):

\[
I_{max} = I_1 + I_2 + I_3 = 0 + 310.32 + 86.96 = 379.28.
\]

Thus, after the first iteration, for the selected vector of state we obtained the mean expected amount of additional information, with its presentation to DMP, equal to 379.28. All subsequent iterations are carried out analogously. The process of classification is completed as soon as each vector of state of a patient belongs only to one class of state.

The known values of function in the points, assigned by the coding vectors, are used for finding the values of coefficients of diagnostic polynomial. In this case, the problem comes down to solving the system of 1152 linear equations with 1152 unknowns of the form:

\[
\begin{align*}
|b_{11111} + b_{11112} + \ldots + b_{11144} = 1; \\
5668704b_{11111} + 1889568b_{11112} + \ldots + b_{11144} = 2; \\
18345885696b_{11111} + 4586741244b_{11112} + \ldots + b_{11144} = 3.
\end{align*}
\]

The matrix of coefficients of this system has dimensions of 1152 by 1152 and consists of 1,327,104 elements and its solution can be found based on the Gauss method.

Fig. 2 demonstrates fragments of the column with values of the obtained coefficients.

The corresponding fragment of the interpolation diagnostic polynomial (the first and last ten members) by (15) takes the following form:
The results of prediction for the training sample, obtained with the aid of the developed method, demonstrated that:

- 2 people from group 1 were mistakenly assigned to group 2; 85 – determined correctly;
- 1 person from group 2 was mistakenly assigned to group 1; 17 people – determined correctly;
- for group 3 all cases were determined without mistakes.

Thus, in the training sample, the prediction of RIM is determined correctly for 97.7 % of the object, which is by 2.7 % higher in comparison to the method-prototype [7].

Based on the comparison of predicted and actual states, in the test sample, the prediction of RIM is determined correctly for 98.3 % of the objects.

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Designed method</th>
<th>Method-prototype</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>n'</td>
<td>n</td>
</tr>
<tr>
<td>1</td>
<td>126</td>
<td>85</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>26</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
<td>23</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>186</td>
<td>125</td>
<td>38</td>
</tr>
</tbody>
</table>

General results of prediction, obtained with the aid of the designed method, demonstrated that:

- 2 people from group 1 were mistakenly assigned to group 2; 125 – determined correctly;
- 1 person from group 3 was mistakenly assigned to group 2;
- 25 people were determined correctly;
- 1 person from group 2 was mistakenly assigned to group 1;
- 35 people were determined correctly.

The estimation of the predictive properties of the developed method was conducted using the ROC-analysis. The value of area under the ROC-curve, which makes it possible to estimate the diagnostic (predictive) value of the developed diagnostic polynomial, comprised 0.987 (0.981, 1.000) that indicates excellent quality of the model (Fig. 5). Sensitivity of the designed method reached 0.984, specificity – 0.967.
The developed method of predicting RIM on the basis of a mathematical model, represented in the form of interpolation diagnostic polynomial, is of practical interest for a doctor-cardiologist. This interest is in the possibility of predicting the relapse of disease and sudden coronary death by the qualitative indices that do not require considerable labor costs. The designed method also considers the totality of the attributes of disease, their combination and mutual effect, which is especially important when predicting such a complication.

The developed method may find further application when predicting not only RIM but also other human cardiovascular system diseases when it is also important to take the opinions of experts into account.

7. Conclusions

1. As a result of the study, based on expert estimations, we determined a set of criteria and classes of estimation of the states of patients, which makes it possible to conduct ordinal classification of vectors of these states for the prediction of RIM. The following criteria were selected: the type of infarction; heart failure, determined by the Killip scale; hypertension with regard to gender-age gradation; pain syndrome (pain intensity); the associated diseases (kidney deficiency, chronic obstructive disease of lungs, diabetes mellitus, etc.).

2. A decisive rule is designed of the classification of possible states of a patient, based on the formalization of the experts’ knowledge, which includes all possible vectors of states according to the assigned set of criteria and making it possible to determine one of the three possible classes for the prediction of RIM: without the relapse, the relapse is possible without the lethal outcome or relapse is possible with the lethal outcome.

3. The synthesized interpolation diagnostic polynomial, based on the use of full verbal classification, makes it possible to determine belonging of the state of a patient to the class of RIM by calculating the value of polynomial for the vector of state of a patient.

4. We developed a method for predicting RIM, based on the interpretation of the expert knowledge and the use of diagnostic interpolation polynomial, which allows, by quality indices that do not require considerable labor costs, determination of the possibility of relapse of the disease and sudden coronary death.
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