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This paper presents a new gravity inversion tool GRV_D_inv, specifically a GUI-based
Matlab code developed to determine the three-dimensional depth structure of a density
interface. The algorithm used performs iteratively in the frequency-domain based on a
relationship between the Fourier transforms of the gravity data and the sum of the Fou-
rier transforms of the powers of the depth to the interface. In this context, the proposed
code is time-efficient in computations, and thus, it is capable of handling large arrays of
data. The GUlI-enabled interactive control functions of the code enable the user with easy
control in setting the parameters for the inversion strategy prior the operation, and allow
optional choice for displaying and recording of the outputs data without requiring cod-
ing expertise. We validated the code by applying it to both noise-free and noisy synthetic
gravity data produced by a density interface; we obtained good correlation between the
calculated ones and the actual relief even in the presence of noise. We also applied the
code to a real gravity data from Brittany (France) for determining the 3D Moho interface
as a practical example. The recovered depths from the code compare well with the pub-

lished Moho structures of this study area.
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Introduction. Many different methods
have been presented over time to solve the
problem of mapping a 3D density interface
from gravity data. The first group of methods
is based on the space domain techniques that
divided geologic structures into rectangular
blocks [Cordell, Henderson, 1968; Staro-
stenko, Legostaeva, 1998; Pham et al., 2020].
Most existing space-domain algorithms uti-
lize either the stacked prism model of [Bott,
1960] or the polygonal model of [Talwani et
al., 1959]. The algorithms developed by [Tal-
wani, Ewing, 1960; Cordell, Henderson, 1968;
Dyrelius, Vogel, 1972; évancara, 1983; Murthy;,
Rao, 1989, 1993; Mickus, Peeples, 1992; Bar-
bosa etal., 1997, 1999; Babu, 1997, Mendonca,
2004; Pallero et al., 2015] calculated the total
gravity anomaly at a location as the sum of
the gravity effect due to all prisms (or all poly-
gon sides). Therefore, the major disadvantage
of these algorithms is the slow computation
of gravity responses. The second group in-
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cludes the FFT-based methods based on re-
arrangement of forward algorithm of [Parker,
1972], e.g. [Oldenburg, 1974; Granser, 1986,
198%; Reamer, Ferguson, 1989; Guspi, 1993;
Pilkington, 2000; Zhang et al., 2015; Wu, Lin,
2017]. The methods utilize the relationship
between the Fourier transforms of the gravity
data and the sum of the Fourier transforms
of the powers of the depth to the interface.
The main advantage of these methods is the
rapid calculation of gravity anomalies that
leads them to be computer time-efficient
practical applications. However, on the oth-
er hand, their constraints in practice are that
they require a predetermined average depth
of the interface and a high-cut filter to en-
sure convergence of the inversion procedure
[Oldenburg, 1974; Pham, Do, 2017; Pham et
al., 2018—2020]. Based on Parker-Oldenburg
method, a number of computer programs are
available, for instance, [Nagendra et al., 1996]
developed computer programs in FORTRAN
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language for the interpretation of 2D gravity
data, and [Shin et al., 2006] for the analysis of
3D gravity data. [Gomez-Ortiz, Agarwal, 2005]
presented a MATLAB code for inverting the
gravity anomaly over a 3D density interface
by Parker—Oldenburg's algorithm. The code
has been used later by many other researchers
for interpreting real data from different parts
of the world [Ouyed et al., 2010; Kaya, 2010;
Hsieh et al., 2010; Van der Meijde et al., 2013;
Tugume et al., 2013; Orug, 2014; Orug et al.,
201%; Grigoriadis et al., 2015; Gao et al., 2016;
Orug, Sonmez, 2017; Altinoglu et al., 2018;
Nguiya et al., 2019 and among others]. How-
ever, a recent paper published by [Gao, Sun,
2019] showed that [Gomez-Ortiz, Agarwal,
2005] misused Parker's formula, thereby lead-
ing to incorrect forward and inversion results.

This paper aimes to present an alternative
software as a time-efficient gravity inversion
tool to determine the 3D depth structure of a
density interface related to the observed grav-
ity anomalies. The algorithm linked to the
code GRV_D_inv.m is built in Matlab includ-
ing a graphical interface, which makes it easy
for the user to configure the required presets
prior an inversion or forward procedure sim-
ply without any need of coding experience.
The software has been tested for its practical
application and accuracy on both synthetic
and actual gravity data.

Theory. Describing the model space by a
three-dimensional Cartesian coordinate sys-
tem where its pair-wise perpendicular axes
are X, y and z pointing towards east, north and
positive downwards, respectively, the 3D ex-
pression of the gravity anomaly in the Fourier
domain due to a uniform layer of material is
given by [Gao, Sun, 2019]:

FlAg(xy)]=
_ _Zmpewzo)g%p [ (xy)], (1)

where p is the density contrast, y is denotes
the gravitational constant, h is the inter-
face topography at the reference depth
Zg, F[ | denotes the Fourier transform op-

erator, k=,/k’ +k§ where k, and ky are the
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wavenumbers along the plane direction.
Simple rearrangement of Eq. (1) readily leads

h(xy) = Foo| LA y)]e

2myp

—ZfzﬂF[h"(x, )], (2)

n!

where F-1[ | symbolizes the inverse Fourier
transform.

Hereby, Eq. (2) can be used through an it-
erative inversion procedure to estimate the
depth to the undulating density interface.
The procedure begins by a preset model of
the depth h, for instance zero for all. With
this initial starter model, taking the inverse
Fourier transform of the first term of Eq. (2)
leads the first approximation of the topogra-
phy interface h. A new set of depth estimate
is then calculated by using the h values from
the previous step again in equation Eq. (2).
Updating for a new depth estimate h contin-
ues until a desired fit between two successive
depth estimates is achieved whereas the root
mean square error (RMS) can be used as the
measure of this goodness

M N
Zi :1Z ] =1(h‘[’+il _hil,i)z

M x N

RMS =

)

where M and N are the numbers of grid size in
north and east, respectively, t stands for the
iteration step.

To ensure the convergence of the inverse
series in Eq. (2), a low-pass filter B(k) is applied
during the calculation. The filter is defined
in the following equation [Oldenburg, 1974]

|k/27 < WH
WH < |k/2n|<SH , (4)
|k/2n| > SH

where SH and WH define the roll-off frequen-
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cies of the filter design. The filter passes all
the frequencies lower than WH, attenuates
between WH and SH, and cuts off all the fre-
quencies above the SH frequency. An appro-
priate choice of the roll-off frequencies can
be obtained by spectrum analysis of the ob-
served gravity anomaly. Using high-cut filter-
ing results in loss of information's at high fre-
quencies induced by near-surface structures,
hence the gravity anomalies due to the in-
verted depths do not necessarily fit the high-
frequency content of the actual anomaly.
Overview of the GRV_D_inv GUI. The
GRV_D_inv code is supported by a function-
al user interface including graphical control
functions that allow the user to customize
the inversion/forward modeling configura-
tions and setting of the output export formats.
When the first time the code is run, it opens
the inversion panel as the main graphical in-
terface covering the entire screen. Fig. 1 il-
lustrates the configuration of this panel struc-
ture. It includes graphical control items for
loading of gridded gravity data, editable cells
for settings of the field and filtering param-
eters, the iteration stop criterion, and a con-
firmation button that initiates the inversion
procedure. The remaining part of the panel
contains the input map and its spectrum

display area and the display area of the ob-
tained outputs. The interactive [LOAD DATA]
menu item at the top left of the panel is used
to import the gridded gravity data set which
supports the grid formats (*.grd) of the Surfer
program (Golden Software). The mesh grid in-
tervals to the east and north are required to be
equal and any blank in input is not allowed.
After completion of the data loading, the label
of the data-loading item is replaced with the
file name of the input, and a contour map and
a spectrum graph corresponding to the input
data are displayed. Next, the set of the den-
sity contrast, the mean depth of the density
interface, the roll-off frequency parameters of
the filtering, and the stopping criterion of the
inversion are required. Distances of the map
units are expressed in km, the gravity in mGal
and the unit of density contrast in g/cm®.
The set of the SH and WH roll-off frequency
values can be done either by entering them
manually into the corresponded edit boxes or
interactively by mouse controls on the spec-
trum graph. The iterative procedure stops
when the goodness of the fit between two
successive depth estimates is below the pre-
defined RMS threshold or when it completes
the preset limit number of iterations.

After validating the entries, the process

Graghical Qption; Click and drag Line [lue-WH or Red-SH) ta set Filter freq,

[ [ [0 e manses

Fig. 1. Screen shot views of

e e

GRV_D_invm GUI start win-
dow (a), screen after data load-
ing and set of parameters (b).

kb bo
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Fig. 2. Screen shot view of the output
control panel and some presentative
plots after a complete interpretation.

RMS(1)=0.013195

starts with building the initial depth estimates
from Eq. (2) and uses them again in Eq. (2)
for their improvement. This operation con-
tinues until the matching criterion between
two successive depth estimates is achieved.
Finally, the code records the gravity response
and the inverted basement depths obtained
at the stopping iteration step, the residual
between the actual and modelled gravity
anomalies and the values of RMS after each
iteration. Following, the code enables us to
display or to export any of the output either
in numeric or in image format by using the
menu items at the output panel (Fig. 2). The
results are exported with a user-defined file
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name common for all the outputs. The code
automatically adds an informative extension
of the available output. Formats for numer-
ic exports (*.grd, *.dat) are compatible with
the formats of Golden Software whereas the
image exports are supplied with portable
network graphic format (*.png) of 300 dpi
in resolution. Additionally, the GRV_D_inv
code also includes a user panel enabled by
the [MODE-FORWARD] menu at the bottom
left of the main GUI for generating computed
gravity anomalies of a certain depth model.
The program also allows the user to switch
back to the inversion panel via the MODE
INVERSION menu item located also on the
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Fig. 3. The depth model interface used to generate theo-
retical gravity data.

left side of the screen.

Synthetic data application. The applica-
bility and effectiveness of the above-described
program is demonstrated by the inversions of
noise-free and noise corrupted gravity data
sets synthetically produced from a simulated
3D density interface. Fig. 3 shows the 3D and
plan views of the topography of the interface
with an average depth of 20 km. The data set
is calculated through Eq. 1 on a 256x256 mesh
grid of 1 km intervals with using a density
contrast of 0.4 g/cm®. In the first case, the
program is applied to reconstruct the den-
sity interface geometry from the noise-free
anomaly. Fig. 4, a displays the noise-free grav-
ity anomaly map due to the model in Fig. 3.
For the inversion of this data, the high-cut
filter frequency parameters were selected as
SH=0.035km ' and WH=0.025km . The itera-
tive process performed twenty-fouriterations
to fall below the preset allowable RMS of
10~* km between two successive interface ap-
proximations. The RMS after the initial stage
was 0.0132 km and reduced to 9.8098-10° km
at the stopping step (Fig. 4, f). Fig. 4, b shows
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the geometry of the estimated density inter-
face and Fig. 4, d the residual between these
and the actual density interface. Here, the ab-
solute depth differences between the actual
model and the re-constructed one are mainly
less than 0.1 km; hence, the estimated relief
well represents the true model. The RMS be-
tween them is 0.0291 km. Fig. 4, c is the cal-
culated gravity anomaly due to the inverted
density interface shown in Fig. 4, b. By com-
paring of Figs. 4, a and 4, ¢, one can observe
that the calculated gravity anomalies are
also very close in shape to the original grav-
ity anomalies. The residuals between them
(Fig. 4, e) range from —0.2171 to 0.1965 mGal
and the RMS is 0.0745 mGal.

The sensitivity of the proposed code to
noise-corrupted anomaly observations is an-
alyzed in the second example. In this case,
the theoretical observations in Fig. 4, a were
contaminated with random noise of ampli-
tude 10 % of the original data. Fig. 5, a shows
the noise-corrupted gravity data. For invert-
ing this data, the roll-off frequencies of the
high-cut filter have been set as SH=0.035 km™!
and WH=0.025 km™'. The inversion process
iterated until the RMS between two succes-
sive interface approximations drops below the
threshold set 10~ km value. In this case, the
RMS error decreased from 0.0143 km at the
first iteration to 9.8209-10° km at the end of
twenty-fifth iteration (Fig. 5, f). The inverted
depths and the modeled gravity anomalies af-
ter the termination step are given in Figs. 5,
b and 5, c, respectively. Although the input
data is noisy, it can be seen that the inverted
depths (Fig. 5, b) still matches closely with
those of the actual model given in Fig. 3
where the residuals between them are in gen-
eral less than 0.1 km (Fig. 5, d). Consequently,
the gravity response of the estimated depth
construct (Fig. 5, b) also correlates well with
the original model gravity anomaly. The dif-
ference between the original model and the
calculated gravity anomaly is shown in Fig. 5,
e where the RMS error between them is only
0.1230 mGal.

Field Example. The functional applicabil-
ity of the proposed code is also demonstrated
by interpreting a real gravity anomaly from
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Fig. 4. Inversion results for noise-free data example, (a) theoretical gravity anomalies, (b) the estimated depths
from the code application to the model data, (c) calculated gravity anomalies from the inverted interface, (d) the
residuals between the actual and computed depths, (e) the residual between the actual and computed gravity
anomalies, (f) plot of RMS errors obtained during the on-going iterative process.
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Fig. 5. Inversion results for noise-corrupted data example, (a) theoretical gravity anomalies including 10 % noise
(b) the estimated depths from the code application to the noise-corrupted data, (c) calculated gravity anomalies
from the inverted interface, (d) the residuals between the actual and computed depths, (e) the residual between
the actual and computed gravity anomalies, (f) plot of RMS errors obtained during the on-going iterative process.

Brittany, France, previously analyzed as well depths of the region, i.e. [Lefort, Agarwal,
by other researchers for estimating the Moho  2000; Gomez-Ortiz, Agarwal, 2005]. The lo-
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cation of the study area is shown in Fig. 6.
Fig. 7, a shows the residual gravity anomaly
ascribed to the Moho interface in Brittany,
which obtained from [Gomez-Ortiz, Agarwal,
2005] program on a 51x51 mesh point with
square grid intervals of 4 km. The four input
parameters are used for the inversion of this
data by the present code. They are the den-
sity contrast between the lower crust and the
upper mantle as 0.4 g/cm3 and a mean depth
of the density interface as 30 km [Gomez-
Ortiz, Agarwal, 2005], the roll-off frequency
parameters of the high-cut filter chosen as
SH=0.012 km™" and WH=0.01 km™" [Lefort,
Agarwal, 2000]. Here, the inversion scheme
performed seventy-one iterations to fall be-
low an allowable RMS error of 2-10~* km be-
tween two successive depth approximations
(Fig. 8). The estimated depths of the Moho
interface and the gravity field generated from
these depths are given in Figs. 7, b and 7, c,
respectively. As can be seen by comparing
Fig. 7, aand 7, c, the calculated anomalies fit
very closely with the observations. The differ-
ences between them are generally less than
ImGal (Fig. 7, d), and the RMS error is only
0.24 mGal. Further, the closeness of the fit be-
tween the calculated and observed anomalies
is obtained better in this study when com-
pared to those obtained by [Gomez-Ortiz,
Agarwal, 2005] with a maximum difference of
1.5 mGal. The depth estimates from the pres-
ent study ranges from 27.77 km to 32.38 km
(Fig. 7, b). For comparison, Fig. 7, e shows the
geometry of the density interface estimated
by [Gomez-Ortiz, Agarwal, 2005] and Fig. 7,
f the interpreted model by [Lefort, Agarwal,
2000] using an inversion method described
by [Tsuboi, 1983]. Although the depths ob-
tained from this study are quite similar to
those obtained by [Gomez-Ortiz, Agarwal,
2005], a few deviations can be observed, for
example, the deeper parts of the interface
observed in the southeast of the area show
a NW-SE directional trend, which is also
figured in the structure of [Lefort, Agarwal,
2000]. By and large, the result obtained by
the application of the code to the gravity data
of Brittany is comparable with those reported
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Fig. 6. Location of the study area.

by [Lefort, Agarwal, 2000].

Conclusions. A GUI-based Matlab pro-
gram GRV_D_inv is presented to estimate
the relief of a density interface from grav-
ity anomalies by an iterative procedure. The
algorithm linked to the code operates itera-
tively in the frequency-domain. Hence, the
computational speed is fast and therefore it
can be a computer time-efficient practical ap-
plication in processing large data sets. The in-
version of a 256x256 gridded data completed
within 24 iterations in a PC equipped with a
2.4 GHz central processing unit (CPU) took
only 3.9 s, which can be considered as a short
duration for this kind of inverse problem. As a
further advantage, the code is supported with
a practical user interface that includes inter-
active control functions that makes it easy for
the user to configure the settings prior the in-
version as well as to manage the extraction of
the outputs with optional preference without
requiring any coding expertise.

The present code has been tested for its
practical application and accuracy on both
noise-free and noise corrupted synthetic
gravity data produced from a 3D density
interface model, as well as on a real gravity
data from Brittany, France, where the results
were compared with those of previous stud-
ies. The depth results inverted from the noise-
free data well matched the real structure. Al-
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Fig. 7. The real field example, (a) the residual gravity anomaly from Brittany, France, (b) the estimated Moho
relief from practice of the proposed code, (c) the gravity anomaly calculated from the estimated interface, (d) the
difference between the actual and the modeled gravity anomalies, (e) the Moho relief reported by [Gomez-Ortiz,
Agarwal, 2005], (f) the Moho relief reported by [Lefort, Agarwal, 2000].

though there are some minor deviations be- are still in good agreement even the given
tween the actual and estimated depths from gravity anomalies are noisy. The obtained
the noise-corrupted data sample, the results depth structure of the Moho in Brittany from
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Fig. 8. Variation of RMS error versus iteration number
obtained for real field example.
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IIporpamMHubii naker GRV_D_inv:
rpapuyeckuml nHTEpP(enc moAb3zoBaTeAs AAsL 3D npsimoro
1 00PAaTHOTO MOAEAVIPOBAHMS ITPAaBUTALMOHHBIX AAQHHBIX
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1HaqubIﬁ YHUBEPCUTET BLeTHAMCKOTrO HalJMOHAABHOTO YHUBEPCUTETA, XaHOU, BbeTHaM
2YHI/IBepCI/ITeT nMenu Cyaentmaza Aemupeas, Mcnapra, Typrusa

ITpeacTaBAeH HOBBIM cITOCOO pelieHuns: oOpaTHOU 3apauy rpaBumerpurt GRV_D_inv, a
UMEeHHO: Ha OCHOBe Kopa Matlab pa3paboTran rpaduueckutt uHTep@Enc TOAb30BaTEAS,
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GRAV_D_INV: A GRAPHICAL USER INTERFACE FOR 3D FORWARD AND INVERSE MODELING ...

IpeAHa3HaYeHHBIN AAS OTTPEAEAEHUs TAYOMHHOM TPeXMEePHOM CTPYKTYPHI pacIpepene-
HUS IAOTHOCTH. MICITOAB3yeMbIN aATOPUTM paboTaeT UTepaTuBHO B YaCTOTHOM OOAACTH 1
OCHOBAaH Ha B3aUMOCBSI3U MeXXAY Tpeobpa3oBanusiMu Oyphe rpaBUMeTprUIecKruX AQHHBIX
¥ cymMMoU ntpeobpaszoBanui Dypbe cTerneHelr IAyOMHBL K TpaHuIle pa3peia. B aTom KoHTek-
CTe TpepAaraeMbl POTPaMMHBIM KOA SKOHOMUT BPeMsI BLIYMCAEHUH U, CAEAOBATEABHO,
crrocobeH 00pabaThiBaTh OOABIIINE MACCUBEI AQHHBIX. VIHTepaKTUBHBIN KOHTPOAB (DYHK-
M KOAQ TpaUyeCKUM MHTEP(ENCOM MOAB30BATEAS TTO3BOASIET ITOAB30BATEAIO AETKO
YIPaBASITH HACTPOWKOM NapaMeTpPOB CTPATETUM PeIlleHust OOpaTHON 3apad¥ A0 Havara
orepaluy Mo BLIYMCAEHUIO U OITUMAABHO BHIOUPATH OTOOpa’keHre U 3aIIUCh BEIXOAHBIX
MAHHBIX 6e3 omnblTa KoaupoBaHus. O60CHOBAH KOA, TIPUMEHEHHBIM KaK K YMCTHIM, TaK U
K 3allTyMAEHHBIM CUHTETUYECKUM AQHHBIM I'DaBUMETPUH, TIOAYUYEHHBIM C IIOMOIITBIO UH-
Tepderica onpeAeAeHUs IAOTHOCTY; TOAYUtyf XOpoIifz KOppeAsiinz Me>KAY pacueTHBIMU
Y PearbHBIM peAbedOoM AasKe ITPY HAAWYNUY NCKa>KeHUs ITyMOM. [ [porpaMMHBIN KO, TTPHU-
MEeHEH TaK’Ke A\ MHTEepPIPeTaluu peaAbHBIX TPAaBUMETPUYEeCKUX AQHHBIX M3 bperanu
(Opanrus) B Ka4ecTBe IIPaKTUIECKOTo ITpuMepa nccaepoBanms 3D pasaera Moxo. Ilo-
Ay4eHHBIe TAYOUHBI XOPOIIIO COTAACYIOTCSI C OITyOAMKOBAHHBIM CTPOEHUEM pasaera Moxo
B YKa3aHHOM paioHe MCCAEAOBAHMUSI.

KaroueBbie caoBa: mpsiMoe ¥ 0oOpaTHOE MOAEAMPOBAHME TPAaBUTAIMOHHBIX AQHHBIX,
onicTpoe nmpeobpazoBanne Oypue, Kop Matlab.

IIporpamuun naketr GRV_D inv:
rpadiyanm intepgeric Kopucrysada AAs 3D npsimoro
i 3BOPOTHOr0O MOAEAIOBaHHS IPaBiTaliiHUX AAHUX

A.T. @am', E. Okcam?, M.H. Aoamaz?, 2021

lHay"—IHI/Iﬁ yVHiBepcHuTeT B'€THaMCBHKOI'O HAIliIOHAABHOTO YHIBEPCUTETY, XaHou, B'eTHam
2YHiBepCI/ITeT imeHi Cyaerimana Aemipead, IcnapTa, TypeuunHa

HaBeapeno HOBHY crioci6 po3B's3aHHsT obepHeHOI 3apaui rpaBiMerpii GRV_D_inv, a
caMme: Ha OCHOBI Kopy Matlab po3pobaeHo rpadiuauil iHTepdeiic KopucTyBaua, IIpHU-
3HAQUEHUMN A BH3HAUEHHS MAMOMHHOI TPUBUMIPHOI CTPYKTYPU PO3IIOAIAY HIIABHOCTI.
BukoprCcTOBYBaHNM aATOPUTM IIPAIJIOE iTEPATUBHO B YaCTOTHOMY Alalla30Hi ¥ I'PYHTYETHCS
Ha B3a€EMO3B's13Ky MiXK neperBopeHHsMr Dyp'e rpaBiMeTpUYHNX AQHUX i CyMOIO TIepe-
TBOpeHb Dyp'e CTyIIeHIB TAMOWHU A0 MeJKi MOAIAY. Y IIhOMY KOHTEKCTi ITPOITOHOBAHUHN
MIPOTPaMHUN KOA EKOHOMUTD YaC OOUMCAEHD i, OT)Ke, 3AaTHUM OOPOOASTU BEAVKI MaCUBU
AAHUX. [HTepaKTUBHUU KOHTPOABL (PYHKIIIN KOAY TpadidyHuUM iHTepdelcoM KOpUCTyBa-
4ya A@€ 3MOr'y KOPUCTyBaueBl AeTKO KepyBaTH HACTPOIOBAHHAM IlapaMeTpiB CcTpaTerTil
PO3B'sA3aHHA 0OePHEHOI 3aAadi A0 ITOUATKY ollepallii 3 00UYUCAEHHS Ta ONITUMAAbHO BUOH-
paTu Bia0Opa>keHH4d i 3alIMC BUXIAHUX AQHUX 0e3 AOCBiAYy KOAYBaHHS. OOIPYHTOBAHO KOA,
3aCTOCOBAHMU K AO UMCTUX, TaK i AO 3aIITyMAEHUX CUHTETUYHUX AQHUX I'PaBiMeTpii, oTpu-
MaHMX 3a AOIIOMOTr0I0 iHTepdelicy BU3HaUeHHS IIIABHOCTI; OTPUMAHO XOPOIIY KOPEASIIiIO
Mi’K pO3paxXyHKOBHUMU i peaAbHUM PeAbe(OM HaBiTh 3@ HAIBHOCTI CIIOTBOPEHHS LITYMOM.
ITporpamMHmMi KOA BUKOPUCTAHO 1 AAS iIHTepIIpeTaliii peaAbHUX I'PaBiMeTPUUYHNUX AQHUX i3
Bbperani (Opantis) 9K TPaKTUIHUMN IPUKAAA AOCAiIAKeHHS 3D moainy Moxo. Orpumani
TAMOUHY AOOpE Y3TOAKYIOTHCS 3 OITyOAIKOBAHOIO OYAOBOIO MOAIAY MOXO B IbOMY PaloOHi
AOCAIAKEHHS.

KAaro4oBi croBa: mpsiMe i 0OepHeHe MOAEAIOBAHHS I'PaBiTAlliTHUX AQHUX, IIIBUAKE IIepe-
TBOpenHsa Dyp'e, Kop Matlab.
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