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IMPROVEMENT OF ROBOTIC SYSTEMS BASED ON VISUAL CONTROL

The subject of research in the article is the use of adaptive visual control in flexible integrated robotic systems. The goal of the work
is the integration of visual control facilities into automated control systems for transport and handling operations of flexible integrated
production. The article solves the following tasks: analyze the application of visual control methods in robotics, consider methods for
improving adaptive visual work control systems, formulate the basic requirements for adaptive visual control systems, and develop a
control model for a mobile robot in the space of a flexible integrated production systems and computer vision systems. To solve the
set tasks, the methods of set theory, methods of automatic control theory, and methods of the theory of image processing were used.
The following results were obtained: the analysis of visual control systems was carried out from the point of view of solving the
problems of flexible integrated systems of modern production; the adaptive visual control scheme was improved by introducing a
declarative workspace model and a functional model of a flexible integrated system; the main requirements and tasks of adaptive
visual control systems are formulated; considered the main stages of processing visual information and their practical implementation,
including multi-zone workspaces; a model of visual control of a mobile robot in a flexible integrated production workspace has been
developed; the practical tasks of managing mobile platforms have been solved. Conclusions: the use of adaptive visual control in a
production environment will allow combining the elements of flexible integrated production distributed in space, providing
monitoring, control and refinement of control processes in real time, the functioning of intelligent control tools, which will improve

the quality of control processes.
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Introduction

The modern concept of development of production
systems Industry 4.0 aims at the comprehensive
implementation of information and communication tools
and technologies by connecting all components of
production (equipment, products) to a common network of
data exchange [1]. The implementation of Industry 4.0
should result in the connection of all production facilities
to the industrial Internet of Things, and the exchange of
information between facilities should be carried out
without direct human participation, will create a new
scientific and technical environment dominated by
mechatronic  systems that synergistically combine
mechanical and electronic components, intelligent control
components. The key points of the new platform will be:
big data and their analysis; autonomous works; virtual
modeling of systems and processes; horizontal and
vertical system integration; industrial Internet of Things;
cybersecurity; cloud technologies; additive production;
augmented (virtual) reality.

Special attention is paid to autonomous work in
Industry 4.0. Capable of independent (without human
intervention) performance of production and non-
production tasks with, mainly, providing tasks of service
and transport maintenance of basic technological
equipment, autonomous work should be the basis of cyber
physical systems, performing the functions of digital
duplicates. As part of this forward-looking approach,
today the concept of autonomous robot is formed, as a
mobile platform with a manipulator installed on it and
other executable devices, advanced sensor system, system
of hardware and software drivers, means of
communication and navigation, united by a single
automated system on-board computer control.

Touch systems of mobile platforms must ensure the
interaction of robots with the working environment and
the objects that fill it, control the execution and planning
of movements and manipulations. By analogy with the
human senses, a significant share of information about the

work environment, the autonomous robot should receive
from the computer vision system (in the production prefer
the term "technical vision™). In addition to monitoring the
condition of objects in the environment, the computer
vision system provides feedback in the robot control
system, providing clarification of the position of the
actuators. Thus, the functioning of the automated robot
control system becomes significantly dependent on visual
information, which is called visual-guided control [2, 3].

Based on the principles of visual control in a broad
sense, you can build household mobile robotic platforms,
industrial manipulators with self-calibration, humanoid
work based on mobile platforms with onboard
manipulators [2]. At the same time, studies of object
manipulation based on visual control of gripping devices
[4, 5], visual odometry [6], and even medical loporoscopy
[7] remain relevant.

The aim of the work is to integrate visual control
means into automated control systems for transport and
handling of flexible integrated production.

The following tasks are solved in the article: to
analyze the application of visual control methods in
robotics, to consider methods of improving adaptive
visual control systems, to form basic requirements for
adaptive visual control systems, to develop a model of
mobile robot control in a flexible integrated production
system based on object information computer vision
systems.

1. Improved system of robots adaptive visual control

Previously, researchers and practitioners used only
classical approaches to the processing of computer vision
information for the task of image processing and their
interpretation. This approach needs to be updated today,
including through the introduction of machine learning
tools and neural networks. Solving the problems of
recognition and identification of workspace objects
provides an opportunity to build a model of description, in
particular, on the basis of declarative representation. In
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turn, the declarative model can be the basis for building a
functional model of the workspace and the
implementation of the method of adaptive visual control.
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Fig. 1. Improved adaptive visual control approach

According to the dynamic nature of the robot
workspace, the visual control system must provide a
workspace analysis to move the robotic transport platform
within a flexible integrated instrumentation system. The
dynamic nature of the workspace is determined
by the conditions of production, puts forward
requirements for adaptation, which should increase the
stability of a flexible integrated production
system [8-9].

Thus, the current problem [10-11] of modern
flexible integrated systems remains to ensure the
performance of production functions aimed at improving
production efficiency due to the continuity of the
operation of the entire system.

Their significant disadvantage is the lack of the
ability of robotic platform management systems to adapt
to the changes in the workspace that can occur due to the
dynamics of the performance of production tasks, the
influence of the human factor, the need for changes in
production technology, the emergence of various kinds of
emergency situations, etc. [12]. The control system of the
robotic platform, which will take into account changes in
the working environment and states of the flexible
integrated system, should monitor the conditions for the
execution of technological tasks, monitor the movement
of personnel and other mobile platforms, monitor the
emergence of emergency situations and, if necessary,
adapt the process of performing production functions in
the GIPS as a whole. Adaptive visual control system is
offered as such [13].

Consequently, adaptive visual control is a promising
direction that can be wused in modern automated
manufacturing to manage mobile robots that
perform transport operations and industrial robots to
perform  manipulations.  The  main  advantage
of such a system is its flexibility, which consists in high
fitness and ability to quickly reconfigure production
areas.

In order to create an adaptive visual control system,
it is necessary to perform certain actions:

- to recognize and identify all workspace objects;

- simulate the working space with a description of
the characteristics of objects and the links between them
(declarative model);

- evaluate the functions performed by the objects and
their relationship.

2. Basic requirements for adaptive visual control of
robots

The control system, which will take into account
changes in the working environment and the state of the
flexible production integrated system, should monitor the
conditions of the task and, if necessary, adapt the process
of performing the production functions of RTS.

An adaptive visual control system can act as such a
system. The introduction of such an adaptation system
should significantly improve the performance of control
systems for robotic systems that are part of SFIP.

The main problems of any flexible production today
are automated transport operations, both within one shop
(single-zone system) and between shops (multi-zone
systems). These shops have a fairly wide distance between
production equipment and wide ways to move goods.
From this follows the possibility of integration for
transport operations of flexible computerized production
modules - intelligent robotic objects [13].

Such modules will consist of mobile robotic
platforms and perception systems installed both object-
wise (computer vision systems) and locally - on the
robotic platform itself (GPS, rangefinders, etc.). The use
of this type of system will significantly increase the speed
of transport operations, which will have a positive impact
on the production itself, too.

The advantages of using computer vision systems are
the cheapness of the equipment used - no need to use to
orient in the workspace a huge number of expensive
Sensors.

According to the dynamic nature of the working
space of the intelligent robotic object (work), the visual
control system should provide an analysis of the working
space to move the transport and assembly robot,
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determined by the conditions of mechanical assembly,
puts forward requirements for adaptation systems.

The visual control system of an intelligent robotic
object must provide the following capabilities:

- work with the camera / cameras (connection and
settings);

- image analysis and processing;

- classification of objects of the working area from
the results of image analysis;

- formation of a model of movement of objects of the
working area;

- forecasting the further trajectory of objects;

- allocation of impassable areas;

- route formation;

- submission of control influences;

- assessment of navigation errors;

- troubleshooting navigation errors.

Visual targeting will consist of:

- obtaining information about the
(geometric parameters);

- obtaining information about the working space of
the camera (image parameters, reads using CVS);

- conversion of spatial coordinates into camera space
coordinates (CVS);

- recognition and identification of the robot in space
(both in the workspace and in the camera space);

- instructions of the starting point of movement on
the image obtained with the help of CVS;

- indication of the end point of the movement on the
image obtained using CVS.

Consider the simplest case when information about
the parameters of the workspace is obtained using
measuring devices. In the workspace, there is one static
CVS (in this case, the CVS is a normal Web-camera),
located objectively (the camera is fixed above the
workspace of the robot).

From this, we can draw the following conclusions:

- the plane of the image of the work is parallel to the
plane of motion;

- the camera can receive images from the entire work
area;

- the camera can calculate the centers of mass of the
mobile robot based on the recognition of certain physical
characteristics;

- the camera can determine the orientation of the
mobile robot, and thus the direction of movement of the
MR by recognizing additional characteristics.

By image parameters, we mean its resolution (for
example, 800x600 pixels).

Converting spatial coordinates to camera space
coordinates (CVS) will be a mathematical comparison of
the geometric parameters of the workspace with the
dimensions of the image (for example, 1 meter of working
space will correspond to 150 pixels of the image). Next, it
is necessary to identify and identify the robot. In general,
the process of recognition and identification will be as
follows.

The process will be divided into several stages:
initial recognition, collection of statistics, clustering of
collected statistics, formation of standards (base of
characteristics), and additional recognition.

workspace

Let’s define each of these stages:

- primary recognition means recognition of the entire
work area.

- collection of statistics — the process of selecting
reliably recognized objects, which will later make a
training sample for the adaptive algorithm;

- clustering — division of the training sample into
clusters (classes), with the help of such division the results
of recognition obtained at the stage of primary recognition
are specified, the statistical structure of the working area
will be revealed;

- formation of standards is the creation of final,
lifelong data sets (databases of characteristics), which will
be carried out additional recognition;

- recognition — the second pass of recognition
throughout the work area in order to clarify the results of
the initial recognition, to set adequate estimates of
accuracy, to recognize what was not recognized before, to
mark unreliable objects.

Recognition and identification of the robot can be
performed using, for example, the cascading Haar
classifier, built by the method of Viola and Jones. The
Haar Classifier has a format different from the rest of the
machine learning library, as it was previously developed
as a full-fledged face recognition application. To develop
a robot detector, you need to look at the classifier in detail
and show how you can learn to recognize objects in the
robot's workspace.

Training is conducted on several hundred species of
one sample of a particular object (mobile robot), which
are called positive samples [14]. These images are reduced
to one standard view (light parameters, object position and
size). Negative samples are selected separately: arbitrary
images of the same size that do not contain the target
object.

Upon completion of the preliminary training of the
classifier, it is possible to apply it to the area of interest
(the size corresponds to the size of the training) in the
input image.

The classifier takes the value 1 if the area, with a
certain probability, is the target object (mobile robot), O -
otherwise. The advantage of such a classifier is the ability
to apply it to objects of different sizes without prior
scaling. To do this, the scanning procedure must be
performed several times with different weights. The
classifier consists of a number of simple classifiers
(preliminary stages of creating a classifier), which are
consistently applied to the area of interest, until all stages
are completed successfully. The main classifiers are a
decision tree with at least 2 levels. This algorithm uses the
following Haara-like characteristics.

Image normalization consists of scaling the object
and bringing it to a specific size (the size of the photo on
which the system was trained). Bilinear interpolation is
most often chosen as a scaling algorithm.

Thus, this algorithm gives good image quality when
scaling and requires a minimum of resources, which is
important in solving this problem.

Another algorithm is to select objects of a certain
shape in the image and track them. After receiving the
video sequence from CVS, image capture (sequence of
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frames) is performed. This procedure is performed from a
video capture device, during which it must be possible to
control the recording parameters, namely the number of
frames and frequency.

Then there are operations related to image
processing, morphological operations, image analysis and
improvement, image restoration and others. After reading,
the image must undergo morphological processing.
During the analysis, the coordinates of the center of the
object (centers of mass) must be selected. On the basis of
the center of mass is the construction of a minimum frame
that limits the object (mobile robot).

In the first frame, the user specifies the object [14].
Having the value of the pixels of the selected object, the
following frames are analyzed and the object is located -
the active area is selected and the coordinates of the center
of mass are calculated. For further work, the images are
converted into binary, then fill the voids and delete those
objects that do not match the search criteria. As a result,
we get an image with a selected object; all other objects
become the background.

When changing the position of the mobile robot
using a computer vision system (CVS) we get an
image that will need to be processed for further
interpretation.

The following definitions can be understood as
image processing with its further interpretation.

The main transformations used to select objects are:

- transformation of objects into halftone;

- filling holes in the original color image;

- approximation of the image by structural elements;

- tracking the external boundaries of objects in the
image;

- measuring a specific set of characteristics for each
area;

- calculation of centers of mass (centroid) elements;

- formation of minimum bounding rectangles /
circles.

To more accurately select objects in the background,
you need to convert the image from color to 8-channel -
finding a sample of certain areas of the image that differ
from others in brightness. The simplest way to encode an
image point is binary (0, 1), ie the point can be in two
states, black or white.

When turning objects into halftones, errors may
occur - the appearance of holes in the objects themselves,
so you need to fill them. This is done by filling the
background pixels of the original image, starting from the
points defined by the parameter. A hole is a set of
background pixels that cannot be obtained by filling the
background from the edge of the image.

Selecting the boundaries of objects in the image is
possible with the Kenny algorithm [15], which consists of
five separate steps:

- anti-aliasing - image blur to remove noise;

- search for gradients (boundaries are marked where
the gradient of the image becomes the maximum value);

- suppression of non-maxima (only local maxima are
marked as borders);

- double threshold filtration (potential limits are
determined by thresholds);

- tracing the area of ambiguity (final boundaries are
determined by suppressing all edges not related to the
defined boundaries).

Next, the creation of flat, disc-shaped structural
elements, where the parameter is the radius. It must be a
non-negative real number. The parameter for the
approximation must be 0, 4, 6 or 8. When it is greater than
0, then the structural element is approximated by a
sequence of this number of periodically linear structural
elements. When the parameter is 0, the approximation is
not used and the structural elements are formed from all
pixels spaced no more than a radius from the center.
Threshold functions are used when selecting objects to
determine the brightness threshold in the image.

Some image processing tasks are related to the
conversion of halftone into binary. To reduce the
information redundancy of the image, there is only the
information needed to solve a particular problem. The
binary image must retain details of interest (e.g. shapes of
depicted objects) and exclude insignificant features
(background).

Approximation of the contour allows without
significant loss of information to reduce the number of
points in the contour and significantly speed up the
contour analysis. The approximation can be performed by
the following algorithm:

- the two most distant points of the contour are
located and the two parts of the contour between them are
considered independently;

- for each obtained section of the contour is the point
furthest from the line connecting the end points of the
section;

- if the distance from the point found in step 2 to the
line is greater than the specified threshold, then this part of
the contour is divided by this point into two smaller
sections;

- if the distance found is less than the threshold
value, then instead of this part of the circuit in the
resulting contour is a segment connecting the endpoints of
the section.

Threshold processing of halftone images is to divide
all elements of the image into two classes on the basis of
brightness, ie to perform  element-by-element
transformation.

One of the methods of threshold processing is the
Otsu method [16]. This method allows you to calculate a
threshold value where the variance between the object and
the background of the results will be minimal.

Based on the already obtained contours of the
images, it is possible to determine their contours - to form
curves from the infinity of the selected edge points.

After defining the contours, we find the centers of
mass of objects (centroids) in the image - geometric points
that characterize the motion of a body or system of
particles as a whole.

The last step is to select the resulting object with a
rectangle or circle that will minimally delimit the object
(objects will be inscribed in a rectangle / circle).

Consider the case when the workspace is very large
and information about it is obtained from several cameras.
Suppose there is a working space of an intelligent robotic
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object, equipped with a set of video cameras (computer
vision systems), and the working spaces of all cameras

Fig. 2. Workspace with cameras located in it

Images obtained from the camera are stitched into a
panoramic. There are several cameras in the workspace;
the image of each of them may differ in several
parameters, such as:

- matrix resolution;

- type of matrix;

- values of brightness and contrast;

- sensitivity;

- viewing angle;

- frame rate, etc.

It follows that the image or video stream from the
cameras may have different parameters, which makes it
difficult to stitch it into one image for further work.

The SIFT (Scale Invariant Feature Transform)
algorithm was chosen as the stitching algorithm
(panorama construction) [17]. The algorithm is to find
special points in the image and their descriptors. Special
points are those points that are most likely to be found in
another image. Descriptors are the parameters of special
points that distinguish them from others, the so-called
uniqueness of each point. To find special points, it is
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Fig. 3. Image and descriptor derived from it

In the right part of the image there is a descriptor of a
special point, dimension 2x2x8, where 2x2 - the number
of regions horizontally and vertically, and 8 - means the

intersect in some areas (fig. 2).

necessary to calculate Gaussians (applying Gaussian blur
to the image) and their differences.

For the SIFT method, the descriptor is a vector that
is calculated on the Gaussian closest in scale to the key
point, and, based on gradients, in some key point window.
Before calculating the descriptor, this window is rotated to
the angle of the key point, which achieves invariance with
respect to rotation (fig. 3). The left part shows pixels
marked with small squares, which are taken from the
descriptor window, which is divided into four equal parts
(regions). An arrow in the center of each pixel indicates
the gradient of that pixel.

The center of the window is between the pixels. It is
selected as close as possible to the exact coordinates of the
key point. The circle indicates the convolution window
with a Gaussian core (similar to the window for
calculating the direction of the key point). For this kernel,
a sigma equal to half the width of the descriptor window is
defined. In the future, the value of each point of the
descriptor window will be added to the value of the
Gaussian nucleus at this point as a weighting factor.

Descriptors of special points

number of components of the histogram of these regions.
Histograms of regions are calculated similarly to the
histogram of directions with three conditions:
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- each histogram covers an area of 360 degrees and
divides it into 8 parts;

- the value of the Gaussian nucleus, common to the
whole descriptor, is taken as a weighting factor;

- three-line interpolation coefficients are taken as
additional weights.

Each gradient in the descriptor window can be
assigned three real coordinates (X, y, n), where x and y are
the distances to the gradient horizontally and vertically, n
is the distance to the direction of the gradient in the
histogram.

Once the key point descriptors are obtained, the
image can be stitched into a panoramic view.

To do this, we use the method RANSAC [19] - a
method of fitting models to data that contains points that
do not fit into the model. After determining the points
included in the model (homography), it is necessary to
superimpose all the images on a common plane. For
example, create a large image filled with zeros, in a plane
parallel to the central image; superimpose the entire image
on it. The central image is filled with zeros on the right
and left. Using homography, we determine from which
side it is necessary to supplement the image [20].

The considered methods of image processing and
stitching will be used to create models of recognition and
identification, as well as models of mobile robot control in
the space of a flexible integrated system.

3. Mobile robot control model in SFIP space based on
information of the object system of computer vision

The construction of the mobile robot control model
should be based on the presence of technical features of
the MR chassis design, the presence of a sensor system of

a certain level, the ability to perform manipulations with
RP objects. Since it is assumed that the key element of the
sensory system should be a computer vision system, the
proposed model has feedback that is provided on the basis
of obtaining visual information. To describe the
functioning of the control system of the mobile
robot using the object computer vision system (OCVS), a
control scheme is proposed, which is shown
in fig. 4.

The main difference between the systems is that a
computer is used to control the OCVS, and the robot only
executes control commands from it based on information
from the object camera. LCVS performs all actions using
the processor of the control board installed on it. This can
be a Raspberry Pi, ASUS Tinkerboard and the like. The
analysis of information and its interpretation, all
calculations and formation of control influences are
carried out by the computer Computer , and the robot Rb

only carries out these influences.

The initial information for the operation of the MR
management system should be provided by the decision-
making system — DMS. It must pre-generate a robot route
as a sequence of destination points Cp,(x;,y;,z;), or in
the case of 2D projection — Cp, (x,, ¥;,z; =0).

The whole path will consist of the sum of the
segments that need to be done by robot
Cpi (%, y,,2) =D Cpl (¢, y!,2) .

j=0

The formation of the difference in coordinates

&,, ¢, forms the transition from point Cp; to point Cp, in

the following way (fig. 5).

p Err, t—>
XEp +_ Xere Vic Vic Vch—> VlCL VICL
DMS ™ Cp 4 Err, Action,, —»
ig Yoo + Yerr
T::g Ep '\‘_ § Vic,,, Vic,,,
»Angle,, Trig Vice | vic, Vie—»
T t Workspace
Xe, < Xep
yEp ‘ yEp <
| Angleblas T Anglemas
Visual Camera
Control Computer Information Robot (Rb)

Fig. 4. Scheme of mobile transport control wheeled robot with feedback on visual position using OCVS

The robot positioning system compares the current
coordinates of the robot Cp’(x’,y°’) 3 Cpr(x',y') and
finds the difference between them
asCpCp’ (x —x°,yr —y?°). Thus there is a difference of
coordinates &, = (X —X’) , &, =(y; —¥;).

Given that the camera is object-oriented, the starting
point Sp,, has coordinates (X,;Y,) - Since the entire path

is discrete, intermediate points Cp’ are defined between
the start and end points.
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Fig. 5. Scheme of transition to the point of discrete RP

Next, the end point of the route Epg,is set with
coordinates (Xg,; Ye,) . During the implementation of the

route almost always there are errors on the axes Err, and

Err, , therefore, the coordinates of the endpoint Epg’

with error will have coordinates
(Err,,Err)) = (Cpjy —Ep,,Cpj —Ep,) . The presence of
errors should not exceed a certain level of discreteness of
the working space, that is: (Err, <kxD,;Err, <kxD,),
where k €[0,0.25].

Knowing the overall speed of the robot, we get the
time t that takes to move to the end point of movement.
On the basis of the kinematic two-wheel model, the values

of linear and angular speeds are calculated:
Xx=cosaxVlc, y =sinaxVic,
r=Vlc, . ,Vic= K Ic, +VI Vic, = K Ic, -VI
a= Ang » C—E(V01+ Cz)’ CAng__?(VCl_ Cz)

where (X, y) are the coordinates of the wheel robot on the
plane, a — the angle of rotation of the robot on the plane,
Vic,,, — the angular speed, Vic — the linear speed of the
work, Vlc, and Vlc, are the linear velocities of the right

and left wheels, K — the drive transmission factor.
Performing mobile robot displacements at specified
speeds Vic, and Vic, at interval t means performing

actions  Action,, that interact with robot control
commands and perform actions in the Workspace .

The computer vision system Camera
Workspace

receives

information from the working space , hamely

the position of the work on the axes (Xg,; Yg,) , as well as
the angle of its rotation (Xg,;Yg,) relative to the axes of

the coordinates.
The visual control unit Visual Information receives

these coordinates and analyzes the position of the robot.
These coordinates are compared to the necessary
endpoints and the next moving point in the discrete
workspace is calculated. If they are different, then the
current coordinates (X, ;Y.) become the initial
coordinates of movement and the whole process is
repeated again until the robot arrives at the end point of
movement. Next, move to the next point of the discrete
space.

If there is no error, or it is compensated and the robot
has reached the target point, a Boolean trigger Trig is set

to signal (true) for the execution of the task. The path that
is required against the work between two points of

discrete space is Li, = /(X,, —%)? + (Yirs — )7 -

Then all the way will have the next

look: Ly, = > Ly, . Route from point Cp/(x’,y’) to

i=0
Cp;(x,,y,) can be defined in two ways:

- determination of the path that the robot must pass
and the angle to which it needs to return;

- rectilinear movement, then
circumference.

The first method is the easiest in the absence of
calculation of speeds and angular velocities, but only the
turns of the wheel. The main parameters here are the
radius of the robot wheel R, , as well as the distance

between the wheels, which will be the radius of rotation of
the robot RLW. The wheel travels the distance

movement by

L, =2xz xR, in one full revolution. The robot passes

L =2xzxR_ in one full revolution (360 degree

rotation) using one wheel.

Number of wheel revolutions Q. , the robot need to

rot

_ LRb
rot — .

do will be equal to: Q

The angle of rotation of the robot Angle,,, can be
determined using the cosine theorem. It can be like that:

0-—arccos

(XSP - XEP)Z + (\/(XSD - XEp)Z +(ySp - yEp)Z)2 _(ysp - yEp)2

2(XSp - XEp)\/(XSp - XEp)2 + (ySp - yEp)2

; AKWO Xg, > Xgy, Vey < Vgp

—-90—arccos

(XED - XSp)2 +(\/(XEp - XSp)2 +(yEp - ySp)z)2 _(yEp - ySp)2

Angle,,, =

2(Xey = Xy (e = X5p)? + (Ve — Vsp)’

v AKWO Xgp > Xgpy Yep > Vsp

180 +arccos

(XSp - XEp)2 + (\/(XSp - XEp)2 +(yEp - ySp)2 )2 _(yEp - ySp)2

2(XSp - XEp)\/(XSp - XEp)2 + (yEp - ySp)2

, AKWo Xep < Xgp1 Vep > Vsp

(XEp - XSp)2 +('\/(XSp - XEp)2 + (ySp - yEp)z)2 _(ySp - yEp)2

90 + arccos

2(XSp - XEp)\/(XSp - XEp)2 + (ySp - yEp)2

y AKUO Xgy < Xgpy Vep < Vgp
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Then in order to find out which way to go to work
with one wheel L, at an angle Angle,  you need to

L
: L
use the formula: L, . = 2360 Angleg, -

For the second case, an intermediate point
Ipg, (X, =X, Y,, = ¥;) is added, to which the robot makes

a rectilinear motion, and then - in a circle (fig. 6). In order
to obtain the speeds for the first and second motors
(for the ideal case of a simple trajectory) you need to
perform mathematical operations, which are shown
in fig. 7.

n ’ylp = yl)

N -

A I
Cpy (x| vi)

Worksppce

Fig. 6.

Option with straight and then circular motion

Fig. 7. Illustration of finding the speeds of the robot wheels for
turns

In fig. 7, the distance between the wheels of the

robot is equal |, the distance from the left and right
wheels to the center of the robot is I, and |, accordingly,

provided that I =1,. From this condition, you can find
the radius of turns of the left R, and right R, wheels.

The radius of circular motion R will be equal

X =X

to:R = . Radius of rotation of left and right wheels

I I
respectively: R, = R_E; R: = R+E' The path that the

robot passes in one full circle, as well as the paths of the
left and right wheels will be equal to:

L=2xzxR

L =2x7zxR_ =2X7ZX(R—I§\J.

L, =2x7 xRy =2xnx(R+|§j

The velocity is going to be equal to:

o L 2R
t t
ZXHX(R—IJ
Vch=i=2X7ZXRL= 2).
t t t
|
2x7zx(R+j
VICRZEZZX”XRR - 2
t t t

The proposed model of control of the robot
allows, based on the information of the object
system of computer vision, to calculate the
route of movement the mobile platform in
SFIP space.

of

Conclusions

In the conditions of changing the concept of
production systems development, their focus on
compliance with the Industry 4.0 standard, there
are tasks of developing new software and hardware,
including mobile robotic platforms and advanced
manipulation systems. At the same time, the tasks of
developing and  improving  automated  control
systems for individual facilities and production in general
increasingly depend on the volume and methods of
obtaining information about the working space in which
robotic systems operate. Implementation of adaptive
visual control systems is a step that will allow to
integrate into automated control systems new software
and hardware methods of visual information processing,
combine them with decision support systems and,
based on methods of forming and processing knowledge
about the subject area to ensure intelligent control
systems.

The practical significance of the results obtained in
this article is the development of a mobile transport robot
control system, which practically provides the analysis of
the workspace with the help of computer/technical vision,
recognition and identification of workspace objects and
robotics, obtaining their spatial coordinates, supporting
the visual targeting of the mobile robot route and the
functioning of the intelligent decision support system.
The results obtained are the basis for further
research that should focus on the wide implementation
of neural methods for implementing robot control
systems.
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BIOCKOHAJIEHHSA POBOTU30BAHUX CUCTEM HA OCHOBI BI3YAJIBHOI'O
KEPYBAHHA

Ipeamerom focCmiPKEHHS B CTAaTTi € 3aCTOCYBaHHS aJalTHBHOTO Bi3yaJIbHOTO KEPYBaHHS Y THYYKHX IHTEIPOBaHUX
poboTu3oBaHUX cucteMax. MeTa po60TH — iHTerpalis 3aco0iB Bi3yallbHOTO KEpyBaHHs y aBTOMaTH30BaHi CUCTEMU KEpyBaHHS
TPAHCIOPTHUMH Ta MAaHIMYJSIIIHHUMH pOOOTaMH THYYKOTO I1HTEIPOBaHOTO BHPOOHMITBA. B cTaTTi BHPIIIYHOTHCSA HACTYIIHI
3aBAHHSA: TPOBECTH aHANI3 3aCTOCYBAaHHS METOMIB Bi3yaJlbHOTO KEPYyBaHHA B POOOTOTEXHII, PO3MISHYTH METOIN
BIOCKOHAJEHHS CHCTEM aJalTHBHOTO Bi3yaJbHOTO KepyBaHHA poOoTaMy, c(hOpMyBaTH OCHOBHI BHMOTH JO CHCTEM
aJIalITUBHOTO Bi3yalIbHOTO KEPYBaHHS, PO3POOHTH MOJIENIb KepyBaHHSI MOOUILHUM pOOOTOM Y MPOCTOPI THYYKOI IHTErpOBaHOT
BUPOOHMYOI CHUCTEMM Ha OCHOBI iH(opMalii 00 €KTOBOI CHCTEMH KOMII IOTEPHOro 30py. JUIf BHUpILIEHHS NOCTaBIEHUX
3aBJaHp OyJM BHUKOPHCTaHI METOAM TEOpil MHOXHH, METOJU TEOpii aBTOMATHYHOTO KEpPYBaHHS, METOAM Teopii 0OpoOku
300paxkeHb. OTPUMaHO HACTYITHI Pe3yJbTATH: IIPOBEICHO aHATI3 CHCTEM Bi3yallbHOTO KEPYBaHHS 3 TOYKH 30pY PO3B’SI3aHHS
3aBJaHb FHYYKUX IHTETPOBAHUX CUCTEM CY4aCHOTO BUPOOHMIITBA; BIOCKOHAICHO CXEMY aJIaliTUBHOTO Bi3yaJbHOTO KEPYBAaHHS
3a PaxyHOK BIIPOBA/UKEHHS AEKJIApaTHBHOI MOJENi poO0Yoro mpocropy Ta (yHKIiOHAIbHOI MOJENI THYYKOI iHTerpoBaHOi
cucreMy; c(hOpMyIHOBAaHO OCHOBHI BHMOTH Ta 3aBAAHHS CHCTEM aJalTUBHOTO Bi3yalbHOTO KEPYBaHHS; PO3IIITHYTO OCHOBHI
eTanu oOpoOKH Bi3yalbHOI iH(poOpMaNii Ta iX MpakTUYHA peani3allis, B TOMYy 4YHCIi A 6araTo30HOBUX poOOYMX HPOCTOPIB;
pO3po0IIEHO MOJIeNIb Bi3yallbHOTO KEpyBaHHS MOOUILHUM po0OOTOM y poOOYOMYy MPOCTOPI THYYKOTO IHTETPOBAHOTO
BUPOOHMIITBA; PO3B’S3aHO TPAKTHYHI 3aBIaHHSA KepyBaHHS MOOUIBHMMH IUIaTGopMamu. BHCHOBKH: 3acTOCYBaHHS
aJlalTUBHOTO Bi3yaJbHOTO KEpPyBaHHS y BHPOOHMYMX YMOBax JO03BOJHUTH 00 €HATH PO3MOMAIJICHI B MPOCTOPI E€IEMEHTH
THYYKOT'O i{HTEIPOBAHOTO BHPOOHHUITBA, 3a0C3MEYMTH MOHITOPHHI, KOHTPOJIb T4 YTOYHEHHS IPOLECIB KEPYBAHHA B PEKHUMI
peanbHOrO 4acy, (GYHKIIOHYBaHHS 3acO0iB I1HTEJIEKTYaJIbHOTO KEPYBaHHS, IO JO3BOJHUTH TOKPALIMTH SKICTh IMPOIECIB
KepyBaHHs pOOOTH30BAHUX CHCTEM T'HYYKOTO IHTETPOBAHOT'O BUPOOHHUIITBA.
KurouoBi ciioBa: BizyanbpHe KepyBaHHS; IPUHHATTS PillICHb; MOOUIBHUI pOOOT; THyYKa iHTETpOBaHA CUCTEMA.

YCOBEPHLIEHCTBOBAHHUE POBOTU3UPOBAHHBIX CUCTEM HA OCHOBE
BU3YAJIBHOI'O YIIPABJIEHUSA

IIpeamerom wccrenoBaHUS B CTaTbe SABISACTCA INPUMEHEHHWE AaNalTHBHOTO BH3YalbHOTO YIPABICHMS B T'HOKHX
UHTETPUPOBAHHBIX POOOTH3UPOBAaHHBIX cHucTeMaX. Ileb pabOTBI — HHTErpanus CpPeACTB BHU3YalbHOI'O YIIPABICHUS B
aBTOMATH3HPOBAHHBIE CHCTEMBI yIIPaBICHHS TPAHCIIOPTHBIMU M MAHUITYJISIIOHHBIMI pabOTaMH THOKOTO WHTETPHPOBAHHOTO
IIPOU3BOJICTBA. B cTaThe peraroTcs ciaeayronye 3aJa4m: IPoBeCTH aHaIU3 IPUMEHEHHUSI METOJI0B BU3YaJIbHOI'O YIIPaBJIECHUS B
POOOTOTEXHHKE, PAacCMOTPETh METOIBI YCOBEPIICHCTBOBAHUS CHCTEM AaJalTHBHOTO BH3YalTbHOTO YIpaBIEHHS paboTamu,
chopMHUpOBaTh OCHOBHBIE TPEOOBAHUA K CHCTEMaM aJallTUBHOIO BU3yaJbHOIO YIPaBICHUS, Pa3padoTaTh MO YIIPaBICHUS
MOOUIIBHBIM POOOTOM B IPOCTPAHCTBE TMOKOH HMHTETPHPOBAHHOW NPOM3BOACTBEHHOI CHCTEMBL CHCTEMBI KOMITBIOTEPHOTO
3pCHU. I[J'Iﬂ peuieHusA IOCTAaBJICHHBIX 3aJa4d OBUTH  HCITOJIB30BaHbI METOAbI TCOPHUU MHOXECTB, MCTOABI TCOPUU
aBTOMAaTHYECKOTO YIIPABJICHUS, METO/IbI TeOpHUH 00paboTku n300pakeHui. [losyueHs! clieayromue pe3yabTaThl: IPOBEICH
aHAIIN3 CHCTEM BH3YaIBHOTO YIIPaBIECHHS C TOUKH 3PEHMS PEIICHHS 3a1a4 THOKUX HHTETPHPOBAHHBIX CHCTEM COBPEMEHHOTO
IIPOM3BOJICTBA; YCOBEPIIEHCTBOBAaHA CX€Ma AaJaNTHBHOIO BHU3YaJbHOTO YNPABIEHHSA 3a CUET BHEAPEHUs JEKJIApaTUBHOM
Mozenu pabodero MPOCTPAaHCTBA WM (DYHKIMOHAIBHONH MOJIENH THOKOW HHTETPHPOBAHHOM CHCTEMBI; C(OPMYIMpPOBaHBI
OCHOBHBIE TPeOOBaHUS U 33/1a4U CHCTEM aJalTHBHOTO BU3YAJILHOTO YIPaBICHUS; PACCMOTPEHbI OCHOBHBIE 3TaIlbl 00paboTKU
BU3yalbHOI MH()OpPMANNK U UX HMPaKTHIECKas peaan3alis, B TOM UYHCIIe MHOTO30HOBBIX PabOYHX TPOCTPAHCTB; pa3paboTaHa
MOJIeTb BU3YaJIIbHOTO YNpPaBICHHs MOOMJIBHBIM pOOOTOM B paboueM MPOCTPAaHCTBE TI'MOKOTO HMHTETPUPOBAHHOTO
IPOU3BOJCTBA; PpEIIEHBl IPAKTHYECKHE 3aJadl YIPABICHHS MOOMIBHBIME IIaTopMaMu. BbIBOABI: IpHMEHEHHE
ANalTUBHOI'O BHU3YAJIbHOTI'O YIIPaBJICHUA B MPOU3BOACTBCHHBIX YCJIOBUAX IIO3BOJIUT OGLCI{I/IHI/ITL pacnpeaciiCHHbBIE B
IPOCTPAHCTBE 3IEMEHTHl THOKOTO MHTETPHPOBAHHOTO IIPOU3BOJACTBA, OOECIICYNTh MOHHTOPHHT, KOHTPONb W YTOYHEHHE
MPOILIECCOB YIPABJICHHS B PEKUME PEAbHOTO BPEMEHHU, (PYHKIIHOHUPOBAHUE CPEIICTB MHTEIUICKTYalbHOTO YNPABICHHS, YTO
MO3BOJIUT YITyYIINTh KAY€CTBO TIPOLECCOB YIIPABICHUS.
KinroueBrnle cioBa: BU3YAJIbHOC YIIPABJIICHUEC,; IPUHATUEC pemeHm‘fr; MOOMIIBHBII pO6OT; rubkas BCTPOCHHAs CUCTEMA.
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