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IDENTIFICATION OF REAR MODEL OF TV3-117 AIRCRAFT ENGINE BASED ON
THE BASIS OF NEURO-MULTI-FUNCTIONAL TECHNOLOGIES

The subject matter in the article is TV3-117 aircraft engine and methods of identification of its technical condition. The goal of the
work is to develop methods for identifying the technical state of the aircraft engine TV3-117 on the basis of real-time neural network
technologies. The following tasks were solved in the article: the task of identifying the reverse multi-mode model of the aircraft
engine TV3-117 using neural networks. The following methods used are — methods of probability theory and mathematical statistics,
methods of neuroinformatics, methods of the theory of information systems and data processing. The following results were obtained
— The application of the neural network apparatus is effective in solving a large range of tasks: identifying the mathematical model of
the aircraft engine TV3-117, diagnosing the condition, analyzing the trends, forecasting the parameters, etc., despite the fact that these
tasks usually relate to the class difficultly formalized (poorly structured), neural networks are adequate and effective in the process of
their solution. In the process of solving the task of identifying the mathematical model of the aircraft engine TV3-117 on the basis of
neural networks, it was established that neural networks solve the problem of identification more precisely classical methods.
Conclusions: It was established that the error of identification of the aircraft engine TV3-117 with the help of a neural network of
type perceptron did not exceed 1.8 %; For the neural network of radial-basic function (RBF) — 4.6 %, whereas for the classical method
(LSM) it makes about 5.7 % in the considered range of changes in engine operation modes. It was found that neural network methods
are more robust to external perturbations: for noise level o = 0.01, the error of identification of aircraft engine TV3-117 with the use
of perceptron has increased from 1.8 to 3.8 %; for the neural network RBF — from 4.6 to 5.7 %, and for the least squares method —
from 5.7 to 13.93 %. In the process of solving the task of identifying the inverse multi-mode model of the aviation engine TV3-117 on
its parameters on the basis of neural networks (perceptron and RBF) it was shown that their use allows for indirect measurement of
the parameters of the flowing part of the engine at different modes of its operation: in the absence of noise — with an error of not more
than 1,8 and 4,6 % respectively; in the presence of noise (¢ = 0,01) — with an error of not more than 3,8 and 5,7 % respectively.
Application in these conditions of the least squares method (polynomial regression model of the 8th order) allows us to obtain the

error value: in the absence of noise — no more than 5,7 %; in the presence of noise — no more than 13,93 %.
Keywords: aircraft engine; neural network; perceptron; radial-basic function, identification.

Introduction

The aircraft engine TV3-117 as a recoverable object
during its lifetime requires continuous monitoring and
diagnostics of its technical condition, the complexity of
which depends on the level of automation of the processes
of  receiving, processing, storing, documenting
information on the current state of the aircraft engine, as
well as monitoring, diagnosis, forecasting of its the
technical state, the sequence and methods of execution of
which determine the information system of control and
diagnostics.

The means of their implementation are distributed
monitoring and diagnostics systems, which are tasked
with determining the degree of conformity of the research
object with the requirements, that is, control of its
technical condition.

Distributed monitoring and diagnostics system is a
logical addition to the information monitoring and
diagnostic system, since it together with the latter carries
out an analysis of the actual technical state of the engine:
forecasting the residual resource, monitoring the
degradation of the performance of the aircraft engine,
determines the program of repair and restoration works,
etc.

At the same time, despite the considerable amount of
research in these areas, the information systems for
monitoring and diagnosing the technical state of aviation
engines are not perfect for a number of reasons, the main
ones being, on the one hand, the dissociation of the
databases of testing, control and diagnostics, the lack of
intelligent components, which allow qualitatively and
efficiently to support decision-making [1] and, as a

consequence, reduce the total time spent on engine
maintenance; on the other hand, the unsteadiness of
physical processes in an aircraft engine, the complexity of
its mathematical description, the dependence of engine
technical characteristics on external operating conditions,
the  limited  composition of the  measured
thermogasdynamic parameters of the engine, their
technological spread, etc. These factors lead to the need to
make decisions about the technical state engine in
conditions of significant uncertainty.

Analysis of works in the field of control and
diagnostics of the state of aviation engines on the basis of
neural networks [2—6] shows that at present, such works
are being conducted, however, due to a number of reasons
(secrecy, narrow specialization of the tasks to be solved),
in most publications there are no engineering methods, as
well as theoretical and practical recommendations for
solving similar problems. The task of the problem and
possible algorithms for choosing the architecture of neural
networks, their algorithms, evaluation of their work
efficiency, etc. are studied, as well as the engineering
methodology for solving the problem of classification of
operating modes of aircraft engine TV3-117 using neural
network technologies.

Analysis of existing methods for identifying the
technical condition of aviation engines

Professor Zhernakov S.V. is currently actively
engaged in the task of identifying the technical state of
aviation gas turbine engines (GTE) using neural network
technologies. (Ufa State Aviation Technical University),
in whose work the necessary techniques have been
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developed and the following tasks are successfully solved:
identification of characteristics of the GTE; identification
of the inverse multimode model of the GTE according to
the parameters of its oil system; identification of the
multi-mode dynamic model of the GTE [7-10]. The
solution to these problems was obtained both in bench test
conditions and in the flight operation of the aircraft.
However, the results obtained are applicable only to
turbojet engines installed on aircraft.

It is known that helicopters in most of their cases use
turboshaft engines, the number of which includes the
engine TV3-117, the structure and running processes,
which differ from the structure and processes occurring
inside turbojet engines. Therefore, it is necessary to
modify (refine) previously developed methods for solving
the tasks of identifying the technical state of aviation
engines using neural network technologies, which will
allow them to be used for monitoring and diagnostics of
turbocharged engines, including the engine TV3-117.
Therefore, the scientific and practical tasks solved in this
work are relevant.

Problem formulation

It is assumed that aircraft engine TV3-117 as a
nonlinear control object on steady operating modes is
described using the equations of the form:

vectors of engine parameters; X — vector of engine state
variable [11].

In practice, the task of indirect measurements is
relevant: by observing the vector of the output
thermogasdynamic parameters of the engine, determine
the values of its control influences (that is, components of
the vector U). For example, according to the measured

value of parameters n, T, P, it is necessary to calculate

the value of fuel consumption in the combustion chamber
G, . Analytical statement of this problem is reduced to the

definition of inverse nonlinear dependence f~ in the
expression:

u=f*AY); (3)

where Y — vector of engine output coordinates [11].

Thus, the goal of the work is to develop methods for
identifying the technical state of the aircraft engine
TV3-117 on the basis of real-time neural network
technologies, while it is necessary to determine its
structure and parameters, which ensures a minimum error
of learning E based on the procedure presented in fig. 1,

where &=(g,¢,,...,.& ) - the vector of inconsistencies

between the actual and estimated by means of
the neural network of the values of control

influences, that is s=U-U", and E=) g . After

fl(A’U ) =0; 1) training, the neural network reproduces the characteristics
) of the reverse  multi-mode  aircraft  engine
Y =1, (AX); ) model TV3-117.
where f, and f, — nonlinear vector-function; A and U —
U | Aircraftengine | v Neural U £ 3 g E._
TV3-117 network - -
Fig. 1. Scheme of the solution of the problem of identification of the return multi-mode model of the aircraft engine TV3-117
The solution of the identification problem of the the following engine parameters are reduced

reverse multi-mode model of the aircraft engine TV3-117
on the basis of neural network technologies will be based
on the following steps of the proposed method:

1. Data analysis;

2. Pre-processing of data;

3. Selection of the architecture of the neural network;

4. Selection of the neural network structure;

5. Choosing the algorithm for training the neural
network;

6. Evaluating effectiveness.

Development of the neural network: the choice of
architecture, structure, learning algorithm

The inverse problem of identifying a multi-mode
aircraft engine model TV3-117 is as follows: the values of

to standard atmospheric conditions (table 1). It is
necessary to construct a multi-mode neural network
mathematical model for the calculation (indirect
measurement) of the wvalue of the reduced fuel
consumption.

Data for table 1 entered in accordance with the
provisions [7] that the set of steady-state operating
modes of the aircraft engine TV3-117 s
described by a combination of functional dependencies on
the values of the following engine parameters:

Ny =N 2_8*8; Gairsp - Cu .*760' 2—8*8§ Pz;p =P '7—69;
TN PN TN PN
T* :T*'Z;s*s; T* :T*'gﬁ; R :R7_6*0, (4)
SN A A A S
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where G, — specific value of fuel consumption (kg/s); Pressure (kPa) and temperature (K) are calculated
for the turbine compressor; T;sp — specific value of the

n,, — specific value of the rotor frequency of the turbine
gases temperature behind the compressor turbine (K);

0 .
compressor (%); G R,, — specific value of the engine thrust is shown.

aigp specific value of the air

consumption (kg/s); PZ*Sp and T;Sp — respectively, the

Table 1. Fragment of the training sample for identification of multi-mode model of aircraft engine TV3-117

GTSp nSP airg, stp Tzsp Tssp RSP
0.188 0.533 0.413 0.323 0.439 0.513 0.148
0.126 0.343 0.247 0.199 0.249 0.471 0.051
0.198 0.543 0.422 0.331 0.446 0.519 0.156
0.475 0.793 0.752 0.638 0.804 0.753 0.495
0.145 0.403 0.299 0.238 0.294 0.463 0.076
0.348 0.707 0.614 0.501 0.663 0.667 0.331
0.239 0.582 0.464 0.366 0.475 0.547 0.189
0.728 0.901 0.923 0.849 0.925 0.854 0.769
1.011 1.009 1.031 1.038 1.050 1.014 1.051
0.136 0.374 0.274 0.219 0.271 0.465 0.065
0.148 0.409 0.306 0.243 0.299 0.465 0.084
0.557 0.832 0.821 0.714 0.866 0.788 0.590
0.188 0.533 0.413 0.323 0.439 0.513 0.148

The process of transition from the physical
parameters of the engine to the given values (and back),
carried out using the neural network model of the aircraft

using the operator F (e) by the formulas of the gas-
dynamic similarity:

engine TV3-117, shown in fig. 2, where the conversion of 288 G. .760 [288 _. . 760
the measured (physical) parameters of the engine to the N, =n T ; Gairsp ZWT ?; stp =P, P_
reduced, which correspond to the standard atmospheric N N N N
conditions T, = 288,15 K, P;= 760 mm Hg is carried out . . 288, _. . 288, 760
. ) " o T =To oo Top =T, 55 R, =R (5)

with the help of the operator F (), which is described by Ty Ty A
the expressions (1) and (2), and the inverse transition —

L . P

G, = Top Neural Yoo . E! Y
(') network g (')

Fig. 2. The scheme of transition from the neural network model of the aircraft engine TB3-117 in the given parameters to the model in

physical quantities

and the influence of flight conditions on the parameters of
the air entering the engine is thus considered as:

k
\ k-1 - K
T =T, (1+TM2]; R = PNarec(u"Tlek ' (6)

where T, and P, — respectively, the temperature (K) and
pressure (mm Hg) air at a given flight altitude;
T, and P, — are inhibited values of these parameters at a
given altitude; k — adiabatic index; M — the number of flaps
the flight; o, — recovery rate of full pressure in the air
intake.

The analysis of the initial data (training sample) and
the process of their pre-processing is carried out in the

same way as it was done in solving the problem of
identifying a direct multi-mode model of the aircraft
engine TV3-117. In the process of experimental research
as the main architectures of neural networks, for the
solution of this problem, perceptron and RBF were
investigated [12, 13].

The architecture of the neural network RBF for
solving the problem of identifying the reverse multi-mode
model of the aircraft engine TV3-117 is shown in fig. 3.

Experimental studies on the selection of optimal
structures of neural networks RBF and perceptron showed
that the optimal complexity of neural networks should
have respectively 12 and 16 neurons in the hidden layer
(fig. 4, curve 1) and (fig. 4, curve 2).
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Thus, the structure of 8-12-1 is optimal for the S . .
complexity of the structure of the neural network RBF for f(s):a R The analysis of the effectiveness of
solving the inverse problem of identification of the . . .
multimode model of the aircraft engine TV3-117; and for ~ Various algorithms for training the neural network,
the perceptron — the structure 8-16-1. Activation descrlbed'ln detail |n'['14, 15], where 'Ehe; choice of the
functions of neurons were taken sigmoid, i.e. most optimal — additive step of training the neural

network, which is realized in the form of a gradient
method, is substantiated.
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Fig. 3. Reverse multi-mode model of aviation engine TV3-117 based on neural network RBF
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Fig. 4. The choice of the optimal complexity of neural network structures for solving the inverse identification problem:
1 — perceptron; 2 — RBF
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component of the obstacle (white noise with zero
mathematical expectation M = 0 and ¢ = 0.01, fig. 6).
Curves on fig. 5 and 6 correspond to the errors of
comparative analysis of the accuracy of the neural calculation of the reduced fuel consumption for
networks (perceptron and RBF) and the classical (LSM) the two classes of neural network models
methods of identifying the inverse multi-mode model of  (perceptron and RBF), as well as for the polynomial
the aviation engine TV3-117 on the test sample (fig. 5)  regression model of the 8th order received by
and on the same sample in the conditions of the additive  the LSM.

Results of the task solution

In the framework of the developed method, a
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Fig. 5. Results of research of neural network and classical methods of identification of the return multi-mode model of aircraft engine
TV3-117: 1 — least squares method; 2 — perceptron; 3 — RBF
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Fig. 6. Results of research of neural network and classical methods of identification of the reverse multi-mode model of aircraft
engine TV3-117 on a test sample in conditions of additive noise (white noise): 1 — least squares method; 2 — perceptron; 3 — RBF

Table 2. Comparative analysis of the accuracy of neural networks and classical methods of identification of the reverse multi-mode
model of aircraft engine TV3-117 (indirect measurement of fuel consumption)

Identification method Mean square error (no Absolute error (no Mean square error (with | Absolute error (with
noise) noise), % noise) noise), %
Least squares method 0.057 0.508 1.393 1.742
Perceptron 0.018 0.128 0.038 0.607
Radial-basic function 0.046 0.275 0.057 0.754
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The analysis of the obtained results shows that the
best performance is the perceptron neural network, which
allows for indirect measurements of fuel consumption
over a wide range of engine operation:

- without noise — with an error of not more than
0.128 %;

- with the presence of noise (¢ = 0,01) — with an
error of not more than 0.607 %.

Applying the least squares method
conditions allows you to get the error value:

- no noise — no more than 0.508 %;

- with the presence of noise — no more than 1.742 %.

Consequently, in solving the inverse problem of
identifying a multi-mode aircraft engine model TV3-117,
neural networks are more prone to disturbances of the
initial data than the classical methods, which in the
conditions of the obstacles give a great error of
identification.

in these

Conclusions

Obviously, the application of neural network
technologies in solving the problems of control,
diagnostics and forecasting of the parameters of the
technical condition of the aircraft engine TV3-117 is not
an end in itself. The use of neural networks should be
considered economically viable (that is, giving real
economic effect) only in those cases where existing
methods can not provide the desired quality of the
solution, that is, when there is evidence in favor of higher
efficiency of neural networks. Summarizing the above, we
can draw the following conclusions.

1. Application of the device of neural networks turns
out to be effective in solving a large range of tasks: the
identification of the mathematical model of the aircraft
engine TV3-117, diagnostics of the state, analysis of
trends, forecasting of parameters, etc. Although these
tasks usually belong to the class of difficultly formalizable
(poorly structured), neural networks are adequate and
effective in their solution.
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ITEHTU®IKALISL 3BOPOTHOI BATATOPEXKMMHOI MOJIEJII ABIALIIITHOT'O
JIBUT'YHA TB3-117 HA OCHOBI HEMPOMEPEKEBUX TEXHOJIOI'TI

IIpeqvMeTom mociipKeHHS B CTATTI € aBianiiHui 1uryH TB3-117 Ta meroan inenTudikamii fioro TexHigHoro crany. Mera poboTu —
po3poOKka MeToJiB ineHTHdIKAlli TEXHIYHOro CTaHy aBiariiiHoro aBuryHa TB3-117 Ha OCHOBI HelfpoMepeKEeBUX TEXHOJOTIH y
POXKUMI PEThHOTO Yacy. B cTaTTi BUPINIYIOTBCSA HACTYIHI 3aBAAaHHA: 3aJada iJeHTUdIKaIii 3BOPOTHOI 0araTope:KMMHOI MOJEIi
apianiiHoro aBuryna TB3-117 3 BHUKOPHUCTaHHSM HEHPOHHUX Mepex. BHKOPHCTOBYIOTBCS Taki MeTOAM: METOAHM Teopil
WMOBIPHOCTEl 1 MAaTEMATHYHOI CTATUCTUKH, METOAM HEHPOIH(OPMATHKH, METOAM TEOPii iHPOPMALIIHHUX CHCTEM Ta OOPOOKH JaHUX.
OTprMaHO HACTYIHI Pe3yJIbTaTH: 3aCTOCYBAaHHS amapary HEWPOHHHX MEPEeX BHSBILSIEThCS €(EKTUBHUM IMPU PO3B’SI3KY BEIUKOTO
Koia 3ama4: imeHTH(ikamii MaTemMaTHyHOi Mozeni amiamiifHoro nBuryHa TB3-117, miarHOCTUKM CTaHy, aHalli3y TPEHIIB,
MPOTHO3YBAaHHS TApaMETPiB TOIIO, NPH I[IFOMY HE3BAKAIOYM HAa Te, MIO Il 3ajayi 3a3BHYail BIJHOCATHCS IO KJIAacy Ba)KKO
(dopmarizoBaHuX (IIOTaHO CTPYKTYPOBAHMX), HEHPOHHI MepeXi BUSBILIFOTHCS aJeKBaTHHUMH 1 e(peKTUBHUMH Y Iporeci X po3B’s3Ky.
Y mporieci po3B’sA3Ky 3a1a4i ieHTUdIKaIT MaTeMaTHIHOT Moiei aBiariitHoro neuryHa TB3-117 Ha oCHOBI HEHPOHHUX Mepex OyIo
BCTaHOBJICHO, 1110 HEHPOHHI MepesKi pO3B’s3YIOTh 3aady ieHTH(diKalii ToHIe KIacCHIYHNX MeToAiB. BucHOBKH: YcTaHOBIICHO, 1110
noxu0ka izeHTudikarmii aBiariiiHoro asuryHa TB3-117 3a momomororo HeilpoHHOI Mepexi THIy HepcenTpoH He mepeBummna 1,8 %;
JUIA HEMpOHHO1 Mepexi paaiansHo-6a3ucHol GyHkuii (PBD) — 4,6 %, B Toit yac sk ansa xiacugaoro metony (MHK) Bona cknanmae
O0smu3pKo 5,7 % y po3rIsSHYTOMY Ziana3oHi 3MiHH PEKUMIB pOOOTH IBUTYHA. 3’sICOBaHO, IO HEHPOMEPEKEBI METOAM OiTbII POOaCcTHI
10 30BHIIIHIX 30ypeHb: aus piBHA mymy ¢ = 0,01 moxuOka imeHtudikamii asiauiiinoro masuryHa TB3-117 mpu BHKOpHCTaHHI
nepcentpoHa 3pocia 3 1,8 mo 3,8 %; mans ueiiponHoi Mepexi PBD — 3 4,6 1o 5,7 %, a anst MeToy HailMEeHIIUX KBajpaTiB — 3 5,7 10
13,93 %. Y mporeci po3B’s3Ky 3amadi imeHTHDIKAIT 3BOPOTHOI OaraTopeKMMHOI Mojeni apiartiiinoro apuryna TB3-117 3a iioro
rapaMeTpaMH Ha OCHOBI HEWpOHHHX Mepex (mepcentpoH i PB®) Oyno mokazaHo, mo iX BHKOPHCTaHHS JO03BOJISIE IIPOBOAUTH
HETIpsSIME BUMIPIOBAaHHS IapaMeTpiB MPOTOYHOI YaCTHHM ABUTYHA Ha DI3HUX pEXHMax Horo poOOTH: 3a BiICYTHOCTI IIyMy — 3
noxuOkow He Oinbme 1,8 1 4,6 % BignoBinHO; 3a HasBHOCTI yMy (6 = 0,01) — 3 moxubkoro He Ounmbine 3,8 1 5,7 % BixMOBiAHO.
3acTocyBaHHA B IMX YMOBaxX METOAYy HaiiMEHIINX KBaApaTiB (MOJiIHOMialbHA perpeciiiHa MoJeNlb 8-T0 MOPSIIKY) AO3BOJISE OTPUMATH
3HAYEHHSI MOXUOKH: 3a BIICYTHOCTI MIyMy — He Oublie 5,7 %; 3a HassBHOCTI myMmy — He Outbiie 13,93 %.
KurouoBi ciioBa: aBianiiiHuii ABUTYH; HEHPOHHA Meperka; MIEPCENTPOH; palialbHO-0a3ucHa QYHKIIS, iTeHTH(IKALIs.

UIEHTUOUKALMS OBPATHOM MHOFOPE)KHMHOPI MOJEJA
ABUALIMOHHOI'O IBUT'ATEJISI TB3-117 HA OCHOBE HEMPOCETEBBIX
TEXHOJIOI' i1

IIpeameToM HucCreOBaHUS B CTAaThe SIBISACTCS aBHAIIMOHHBIA nBUTaTelh TB3-117 U MeTOIbl MACHTH(GUKAIMH €r0 TEXHUYCCKOTO
cocrosinus. Lleab paboTel — pa3paboTka METOI0B UACHTU(DUKAIMN TEXHUIECKOTO COCTOSHUS aBHAIMOHHOTO ABuratens TB3-117 Ha
OCHOBE HEHWPOCETEBBIX TEXHOJOTHH B pEXHME pEealbHOTO BpeMeHH. B craThe pemaroTcs CclieAyomue 3agadyd: 3aaada
WICHTH(UKAUKH 00OpaTHOM MHOTOPEKUMHONW MOJENIHM aBHAlMOHHOTO apuratens TB3-117 ¢ mcnonb3oBaHMeM HEHPOHHBIX CETEH.
Hcnone3yrotes ciemyromune MeToabl: METOIBI TEOPHU BEPOSTHOCTEH M MaTeMaTHIECKON CTATUCTHUKH, METOIBI HEHPOMH(DOPMATHKH,
METOJbI TEOPUHM MH(GOPMAIMOHHBIX CHCTEM M 00paboTku naHHbIX. [lomydeHsl ciepyromue pe3yabTaTsl: [IpuveHeHue ammapata
HEWPOHHBIX CeTel OKa3bIBaeTCs d(P(PEKTHBHBIM MPH PELICHHH OOJIBIIOrO Kpyra 3ajad: MACHTH(GHKAIMA MaTeMaTHYeCKOH MOJeNN
aBuanuoHHoro nsuratens TB3-117, nuarHoCTHKM COCTOSIHUS, aHalIM3a TPEHIOB, MIPOTHO3UPOBAHUS MApaMeTPoB U T.J., IPU 3TOM
HECMOTPsI Ha TO, YTO 3TH 33/1a4¥ OOBIYHO OTHOCSTCS K KJacCy TPyAHO (opMann3yeMbix (IJI0XO CTPYKTYPHPOBAHHBIX), HEHPOHHBIE
CeTH OKAa3bIBAIOTCS aleKBaTHBIMH W 3()(EeKTHBHBIMH B MpOIECCe WX pelIeHHs. B mporecce pemieHus 3aiadd UICHTU(DUKAIAU
MaTeMaTH4YeCKOW MOJIeNI aBUallioHHOTOo aBurartens TB3-117 Ha ocHOBe HEHPOHHBIX CeTel OBLJIO YCTAaHOBIIECHO, YTO HEHPOHHBIE CETH
pemaroT 3amxady WACHTHOUKAINH TOYHEEe KIACCHYECKHX METONOB. BBIBOABI: YCTaHOBICHO, YTO MOTPEITHOCTh HICHTH(QHUKAUN
aBHAMOHHOTO aBurarens TB3-117 ¢ momompio HEHPOHHON CETH THIIAa MEepCeNnTpoH He mpeBbicuiaa 1,8 %; Uil HEHpOHHON ceTH
panuansHO-6asucHoi GyHkimu (PBD) — 4,6 %, B TO Bpems kak s kiaccuueckoro metona (MHK) ona cocrasmsiet okono 5,7 % B
PacCMOTPEHHOM JMana30He M3MEHEHHUs] PeXKXMMOB pabOTHI ABUTATeNs. BBIICHEHO, 4TO HeifpoceTeBble MeTOIbl Ooiee poOacTHHI K
BHEITHUM BO3MYIICHUSAM: Jsi ypoBHA mymMa ¢ = 0,01 morpemHocts uaeHTH(UKAIMK aBUAIMOHHOTO aBuratens TB3-117 mpu
HCIIONIb30BaHKUHU TepcenTpoHa Bo3pocia ¢ 1,8 no 3,8 %; mist HeliponHoit cetu PB® — ¢ 4,6 no 5,7 %, a nnsg MeTona HauMEHbIIUX
KkBagpatoB — ¢ 5,7 mo 13,93 %. B mpouecce pemenns 3agaqn naAeHTH(OUKAIMKA O0paTHOW MHOTOPEKUMHOI MOJIENTN aBUAIIHOHHOTO
neuratenst TB3-117 mo ero mapamerpaM Ha OCHOBE HEWPOHHBIX cereil (mepcentpoH u PB®) 6b110 mokazaHo, 9TO WX HCIOIB30BaHUE
MO3BOJISIET TIPOBOJNTH KOCBEHHOE M3MEPEHHUE MapaMeTpOB MPOTOYHOM YacTH JIBUTATENs Ha PAa3NIMYHBIX PEXHMaxX ero paboThl: MpH
OTCYTCTBHU IITyMa — C IIOTPENIHOCTHIO He 6oree 1,8 u 4,6 % cooTBeTcTBEHHO; TpH Hammauu myma (6 = 0,01) — ¢ morpemHocTsIo He
6omee 3,8 u 5,7 % coorBercTBeHHO. [IpMMEHEHHE B OSTHX YCJIOBHSIX METOJa HAMMEHBIIUX KBaapaTOB (MOJIMHOMHAIIBHAS
perpeccroHHasi MoJeNb 8-T0 MOopsAaKa) MO3BOIAET HONTYyYUTh 3HaYeHUE OTPELIHOCTH: IIPU OTCYTCTBUM IIyMa — He Oonee 5,7 %; npu
HaJIM4uu yma — He 6osee 13,93 %.

KirioueBble cJI0Ba: aBUAIIMOHHBIH JIBUTaTeIb; HEHPOHHASI CETh; MEPCENTPOH; pagranbHO-0a3ucHas QyHKIHS; HICHTH(HUKALIHS.




