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SYSTEM-INFORMATION MODELS
FOR INTELLIGENT INFORMATION PROCESSING

The subject of the study is system-information models of processes and systems and their use for intelligent processing
of information in production tasks. The use of intelligent information processing in production management systems is currently
one of the key areas of development of informatics. The aim of the work is to develop system-information models of processes
and systems for intelligent information processing allowing to analyze and solve production problems, in conditions of uncertainty.
In the article the following tasks are solved: to analyze approaches to the definition of information characteristics of processes
and systems; to develop the basis for modeling of system-information processes and systems for intelligent information processing;
to develop system-information models and ways of their application for intelligent information processing in the tasks of production.
The following methods are used: system-information approach to processes and systems; system-information modeling of processes
and systems. The following results were obtained: the analysis of approaches to the definition of information characteristics
of processes and systems; developed principles of modeling system-information processes and systems for intelligent processing
of information; introduced the concepts of system information and information measure; developed system-information
models and methods of their application for the intelligent processing of information in the tasks of production.
Conclusions. The development of methods for solving various classes of practical problems using intelligent information
processing is one of the key areas of research in computer science. The developed system-information models of processes
and systems for intelligent information processing allow analyzing and solving problems. Thereby increase the efficiency of solving
problems of analysis, synthesis and forecasting of production systems and technologies, as well as problems of production
management. The system-information approach to processes and systems operates with new concepts — system information
and information measure, it allowed developing system-information models for intelligent processing of information, as well as
ways of their application at stages of product life cycle, which allowed solving problems of production. System-information models
of processes and systems describe interaction between source and receiver on information level on the basis of sensitivity threshold.
The communication channel between the source and the receiver of information operates, as a rule, under conditions of uncertainty,
which can lead to the loss of information during transmission due to possible changes in the characteristics of the system. To describe
their interaction, some models of intelligent information processing can be used, in particular, neural network models or fuzzy
inference models. Their use will improve the efficiency of receiver state prediction, taking into account the state of the transmitter
and the conditions of communication channel operation. The presented article has shown the relevance of developing
system-information models for intelligent information processing at the levels of data reception, interpretation and communication,
which allows expanding the class of solved production tasks.

Keywords: system-information models; system information; information measure; sensitivity threshold; intelligent
information processing.

Introduction

The development of methods for intelligent
information processing of processes and systems is
currently one of the key areas of development of
computer science.

The definition of the term information plays a key
role in the development of intelligent information
processing methods. Despite its widespread occurrence,
the concept of information remains one of the
most debatable in science, and the term can have
different meanings in different branches of human
activity [1, 2]. The development of approaches to the
definition of the meaning of the term information
allows us to expand the boundaries of the application

of intelligent information processing in specific branches
of human activity.

The systems-information approach to processes
and systems is one of the approaches to defining the
meaning of the term information, and is used in
developing models for intelligent information processing.
As a scientific direction in information theory, it was
summarized in [3, 4]. From the position of the system-
information approach the amount of a priori and a posteriori
information, which the object possesses, as well as the
information process of interaction between objects are
subject to measurement. The model of a priori information
characterizes an object before interaction, the model
of information process — in the process of interaction,
and the model of posterior information — after interaction.
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System-information models consist of attributes [3, 4]:

1) extent information (space) in three coordinates;

2) duration information (time);

3) intensity information (value) of objects properties.

The above interrelated information attributes represent
a system-information space as a whole. Each manifested
property of a system (internal and external) in the
information space is characterized by the amount of
information. This quantity is determined by a set of
information of intensity, extent and duration of the
system's properties and characterizes the process of
its functioning.

Interaction of system and environment is reflected
by a fragment of reality of manifestation of system in the
information space. The information space structures
attributes by quanta of sensitivity threshold interval of
lower and upper values of intensity of properties, duration
and extent. The change of system state characteristics
depends on the change of attributes and their values that
make up the information space. In this case, the change of
the state of the system occurs in the presence of information
connection between the system and the environment.

The methodology of system-information modeling
of processes and systems is based on the principle of
determining the information measure (number), which
is the ratio of the total (limits of possible) value of
an attribute to its partial (variable) value of sensitivity
threshold. This dimensionless measure indicates the
information of the place of the particular in the general.

The development of system-information models
for intelligent information processing in tasks of various
classes, including production, and is an important
direction in the development of computer science.

Analysis of approaches
to defining information characteristics

The object of research in the science of computer
science is “information". With all the different
interpretations of the concept of information, it is
indisputable that information is manifested in material
and energy form in the form of a "signal”. In its most
general form, a "signal” is understood as a value that
reflects in some way the state of the system. In this sense,
it is natural to consider a signal as the result of some
measurements carried out over the system in the process
of its observation. The signal reflects both the
information of the state of the system and is the cause
of the change in the state of the interdependent system.

Information in general can be structured into the
following main groups:

1) information of non-living matter (physical
information, including technical information),

2) information of living matter
including social),

3) artificial information (coded information), and

4) a combination of information from these three
components.

Each of the presented information groups is
characterized by its own type of information carrier —
«signal», which can be represented in a material-
energetic or immaterial-energetic form.

Material-energy signal is a time-varying physical
quantity described by a function of time and can be
classified:

1) by the physical nature of the information
carrier — electrical, electromagnetic, optical, acoustic
and others;

2) according to the way the signal is defined —
regular (deterministic), defined by an analytical function
and irregular (random), taking arbitrary values at any time.

The apparatus of probability theory is used for
irregular signals. Depending on the function that
describes the parameters of the signal, there are:
continuous (analog), continuous-quantized, discrete-
continuous and discrete-quantized signals.

Intangible-energy signal is a carrier of information,
which so far has not been sufficiently investigated.
An example is a signal, which is a representation
of such phenomenon as entropy of a system, or a signal
in a quantum system.

A special kind of signals are "signs", which, unlike
signals of natural origin, are created by self-organizing
systems and are intended for the transmission and
storage of information. A sign is a material sensually
perceived signal (phenomenon, action), which acts as
a representative of another object of property or attitude.
The science that studies the properties of signs and sign
systems is called semiotics. The subject of semiotics is
the questions of connection of signs with each other,
signs with the phenomena of the external world and
signs with the subjects using them as a tool for the
purposes of communication.

With all the variety, complexity and multi-level
manifestation of information processes, they all contain
the basic components:

1) perception by the system of some phenomenon
as a signal;

(biological,
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2) change of the system'’s state under the influence
of a received signal;

3) spatial and temporal transmission of signals.

These three components of the information
process, which at different levels of forms of
reflection acquire specific characteristics and can be
expressed in such concepts as reception, interpretation
and communication.

One of the important issues in the development
of information technologies that are implemented in
intelligent information processing systems is the
use of the mathematical form of representation of the
processed information. This affects the limitations of
the possible choice of information technology for the
list of the types of tasks to be solved in intelligent
systems, as well as the indicators of the effectiveness
of their application.

Information technologies of intellectual information
processing systems in conditions of uncertainty are
widely used for solving complex tasks that are difficult
to formalize [5]. The lack of a universal approach
to the form of information representation when solving
such problems leads to the need to develop and apply
new methods, information technologies, and their
complex combination with traditional methods of
artificial intelligence.

The main limitations of the known methods and
information technologies currently used in intelligent
systems for solving problems that are difficult to
formalize are due to the methods of information
representation and insufficient efficiency in solving the
problems of learning, adjustment and adaptation to the
problem domain, processing the measured values of
incomplete and inaccurate source information, data
interpretation and knowledge accumulation, uniform
presentation of information coming from different
sources, etc. These limitations can be eliminated on the
basis of using the system-information approach to the
formalization of the measured values of the system
information and promising hybrid methods of soft
computing — Soft computing [6]. With the help of
methods that use a hybrid approach to the representation
of information values, it is possible to generate
new knowledge under conditions of knowledge
deficit and uncertainty, which allows expanding the
logical possibilities of intelligent systems that use
these technologies.

Significant scientific interest and important practical
importance is the development of information models
of the subject area in conditions of uncertainty,

characterized by incompleteness, unreliability, uncertainty
of the initial information, diversity and complexity of the
influence of various factors on the decision process, etc.
Depending on the degree of uncertainty, information
processing tasks can be divided into [7]:

1) tasks, for which an objective assessment of
solution results or comparative assessment of at least
two solutions is possible;

2) tasks for which an objective assessment is
impossible, and it is replaced by expert assessments
of specialists in the subject area under study.

The first type of problems refers to poorly structured
and difficult to formalize problems characterized by
the presence of both quantitative and qualitative
dependencies between the elements of the systems under
study, with qualitative dependencies tending to
dominate. Tasks of this type can be structured as system
information on the basis of the theory of systems-
information approach.

The second type of problems refers to unstructured
(unformalizable) problems whose peculiarity consists
only in a qualitative description of the systems, while
quantitative dependences between the elements of
the system are absent, which determines the necessity
of using expert evaluations [7].

Currently, the most effective models of intelligent
systems, implemented within the hybrid approach for
intelligent information processing, are neuro-fuzzy
models [8], which combine the universal approximating
capabilities of neural networks, as well as the
transparency and interpretability of fuzzy inference
systems. The structures of neuro-fuzzy models of
intelligent systems in most cases are fixed and, as a rule,
redundant, which leads to a decrease in the speed of
learning and adaptation of models when external
conditions change. A way out in this situation is
associated with the possibility of building neuro-phase
models of intelligent systems, in which not only
parameters, but also the structure of the model as
a whole is trained and adapted, which allows to obtain
the most effective hybrid models for specific problems
of intelligent information processing.

The problem arising in the problems of intelligent
information processing in conditions of uncertainty
is the problem of constructing an adequate information
model of the investigated subject area, as well as
the formation of effective models and procedures for
finding optimal or close to them solutions. Methods
for building information models, allowing a reliable
description of design objects and processes occurring
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in them, are determined by the nature of the tasks
being solved. That is why the formation and choice
of this or that information model can be carried out
only after the definition of a particular problem, and
even for the same problem, it is possible to use different
types of models.

The process of finding solutions for a problem
that is difficult to formalize can be represented by
two methods.

The first one consists of the following stages [9]:

1) extraction  (acquisition), representation and
structuring of knowledge about the problem domain;

2) construction of adequate mathematical models
of the subject area;

3) prediction of possible variants of solutions
(search for solutions);

4) analysis and evaluation of effectiveness of
proposed solutions;

5) choice of solution.

Since system information combines quantitative
and qualitative characteristics of objects in the
information description of the elements of the systems
under study, the second method consists in formalizing
the problem on the basis of system-information
models [10] and consists of the following stages:

1) construction of adequate system-information
models of the subject area;

2) analysis and evaluation of the information process;

3) determination of the main characteristics of
information objects.

When  building  system-information  models,
the key issue is to determine the sensitivity threshold
of the subject domain attributes. For example, fuzzy
sensitivity threshold is determined using various expert
methods, including statistical methods.

An information system is characterized by the
presence of internal and external connections, which may
have an energy or material character. A distinctive
property of an information system is that the structure
of energy and material connections is a carrier of
information about the properties of the objects of the
external world and the internal environment of the
system. These links with essential structural features
are information links.

The basis of the classical theory of information is
based on the results of solving a number of problems
on the syntactic level. It relies on the concept of «quantity
of information», which is a measure of the frequency
of use of signs, which in no way reflects the meaning
or importance of the messages transmitted.

The exchange of information between two objects
occurs due to deterministic or stochastic information
process in accordance with the expressions [3, 4]:

X )7
Il =log,—, |=Ilog,*<,
ngX gz(f

1)

X, X y7;
log, i =log, —%, log, % =log, ~%.

AX, 1 0,
where: Ax - sensitivity threshold X, o - standard
deviation, x —expected value.

If the system information is transmitted in error, in
the equations of the information process the sign of

equality (=) is replaced by a sign of approximation (=).

System information is characterized by quantity,
quality and value. The quantity of system information is
calculated as the logarithm of the ratio of the sign value
to the sensitivity threshold in accordance with (1).
The quality of system information refers to information
processes and characterizes the value of possible losses
of received information during the transfer of optimal
values of the quantity of system information. The less
possible losses in the received information, the more
qualitative the received system information, which is
calculated on the basis of a posteriori information [3, 4]:
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where: Ay — sensitivity threshold, U — expanded
uncertainty.
The value of system information refers to

information processes and is characterized by the
efficiency of using the optimal value of the quality
of system information:
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where: Ay — sensitivity threshold, U — expanded

uncertainty.

The analysis of approaches to determining the
information characteristics of processes and systems
showed the relevance of developing system-information
models for intelligent information processing at the levels
of data reception, interpretation and communication,
which will expand the class of solved production tasks.
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System-information models and their application
to intelligent information processing

The principles of developing system-information
models are based on the scientific provisions in the field
of information theory outlined in [10]. The significance
of these provisions for science is that they eliminate
the drawback of the modern scientific paradigm —
the desire to describe everything using the language
of dimensionless models, and also allow to reflect such
a property of systems and processes as discreteness
and specify their absolute optimum dimensions.

The information object of research of the system-
information approach is a system — a set of elements X,
which are in relations and information links with
each other, which forms a certain integrity and unity.
System information possessed by elements of the
set X is characterized by the interval between the

upper X,, and lower X, limits of its manifestation,

as well as the sensitivity threshold Ax=(x-X,,)/n,

where X is a discrete variable, n is a multiple

of Ax — sensitivity threshold on the interval X, —X

low *
In this case the sensitivity threshold takes on the
value on the interval X, X

The system information of an object is characterized
by the information measure, which is equal to the
proportion of the ratio of the total value of the
attribute to its private value. The system information
indicates the place of the particular in the general.

low — <%0

The information measure |I(X)| is a function of the

absolute value of the qualitative and/or quantitative
proportion of the ratio

|I(X)|:f(M] @

Ax

where: Ax=x-X,,,/n - sensitivity threshold.

The information measure is a dimensionless
quantity in any system of physical quantities, and is
a number. Information 1(X) is a dimensional value of

a logarithmic function, and is measured in bits.

From the presented function of the information
measure the following tasks are solved.

1. Definition of the discrete variable of a discrete
value x:

_ (Xup _Xlow)Xn

()

Xlow' (5)

2. Determination of the upper limit value of X, :

low* (6)

3. Determination of the lower limit value X, :

low *

Xy =[1(X)|Ax+X

Xigw = Xy —[1(X)| Ax. @)
4. Determination the sensitivity threshold value
Ax = X = Xlow :
n
X =X
Ap =t “low (8)

(X))
5. Determination of the multiplicity n of the
sensitivity threshold Ax in a discrete variable value x:

X=X
n=—>=-, 9
C))
The above formulas of transformation of

information measure are used in intelligent information
processing for tasks of analysis, synthesis of objects
and forecasting based on the methodology of system-
information modeling.

The presented approach to the definition of the
concept of information differs from the generally

accepted one, where numerical values of data X,,, X,

AX, X, but not their relations, are taken as information.

The next step is to formalize the information
connection between elements of the set X, i.e.
the information process of transmission of system
information.

All qualitative and quantitative characteristics
of information assume the presence of a transmitter
and a receiver (sender and receiver) of information,
i.e. in some kind of information interaction of objects.
Formalization of information process of information
transfer from sender to receiver describes the equilibrium
of information measures of interacting objects:

System-information models of the information
process allow us to solve prediction problems on the
basis of knowledge of the information parameters of
causes, which are informationally related to the
information parameters of the receiver. Knowledge of
receiver information parameters is obtained directly
by the measurement method.

The system-information model of the information
process looks like
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-X
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log,

(trans)

From the equation of system-information model
of information process on the basis of proportional
ratio of information parameters of attribute (number)
of transmitter and receiver, we get knowledge about
parameters of information transmitted by transmitter
in conditions of uncertainty of sensitivity threshold.

That is, from the equation we determine all
previously unknown knowledge about parameters of
information of the transmitter beyond the limits of
previous experience at this particular moment.

System-information models of processes and
systems describe interaction between source and receiver
on information level based on sensitivity threshold.
The communication channel between source and receiver
of information operates, as a rule, under conditions
of uncertainty, which can lead to loss of information
during transmission due to possible changes in system
characteristics. To describe their interaction, some
models of intelligent information processing can be
used, in particular, neural network models or fuzzy
inference models. Their use will improve the efficiency
of receiver state prediction, taking into account the
state of the transmitter and the conditions of
communication channel operation.

The physical interpretation of the information
transmission process can be represented as follows.
Variable value of the transmitter AX, increases under

the influence of various factors till the moment
of achievement of information connection to the
threshold of sensitivity of its receiver X, . At the
moment of achievement of the threshold of sensitivity
of the receiver to the transmitter the information
resonance occurs between the transmitter and the

(trans)low (rec)

(X(rec)up - X(rec)low ))n(trans)

(rec)low

receiver, at that AX, jumps up to the proportional

value Ax, of the transmitter:

Ax = (Xiup _Xilow)Xij

Xjup_leow
Thus, at the moment of information resonance
between objects, the information of the proportional
ratio of the common to the particular is transmitted

from the transmitter to the receiver. With the known

(11)

information of the transmitter I(Xj) the information

of the receiver 1(X,

) is calculated. With N transmitters

independent of each other the receiver's information is
added and the measures are multiplied:

|(xi):i|(xj), ||(xi)|:]j||(xj)|

= N
A"i [1ax,
i=1
If N transmitters from the set X are interdependent,
then the formula for the information measure of

the receiver when transmitting information from N
interdependent transmitters has the following form

1(x)=31(x,),
ﬁ(ijP _XJ|°W)

|| (X|)|: iup — “ilow _ j:lN , (13)
& [1(ax; +ax))

=L

_XN,jmw)
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In a closed system with a set of X elements
with N — X interdependent elements, Ax — X up,

and 1(X)—0, ie. the system tends to information

zero equilibrium.

The general approach to system-information
modeling has particular cases depending on the kind of
information that is formalized. This occurs when the
value of the set X is an argument function of a particular

particular kind of information B(1,)= fl(X,).

From the general approach, the following private
options can be distinguished.

1. For identification of properties of physical world
mankind uses a principle of information measure, at that
fixes a value of threshold of sensitivity of physical
property in the form of a standard of physical quantity

Ax =1St(standard ), having presented value X, =0,
at that X, =x is discrete variable X, and value of

information measure of physical quantity has a form:

|I(X)|:f(mj (14)

Ax

All natural sciences are built on this principle,
which uses the proportion of the general to the particular
as a generally accepted notion of information.
When solving analysis and synthesis problems in the
traditional way on the basis of a physical quantity
to determine and optimize its place in the system,
various rather complex scientific approaches have
been developed.

The system-information approach greatly simplifies
the solution of analysis and synthesis problems due to the
possession of physical quantity of system information,
which determines the place of the particular in the
general. The equation of the amount of system
information of a physical quantity has the form:

I(X):Iogzi. (15)

where: x — discrete variable of the value X,
Ax — sensitivity threshold.

2. When Ax = f(IT) is a function of the tolerance

on the accuracy of the parameter, then the system-
information model acquires the characteristics of the
information of the accuracy of the parameter. The higher
the IT tolerance on the accuracy of the parameter,
the more complex and costly the technology of its
production. In this case, the system information
characterizes the technological costs of the products.

3.When Ax=f(PL) is a function of the Planck
unit [12], and X, is the sought variable, then the

system-information model acquires the information
characteristics of the Planck units of physical quantities.
Since the values of the Planck units are derived from
the fundamental physical constants, in this case the
information characterizes the equilibrium of the system
at the optimal numerical value of the objects' properties.
4.When Ax=f(U) is a function of the interval

of expanded uncertainty of the value of a physical
quantity, then the system-information model acquires
the characteristics of uncertainty when solving problems
in intelligent systems. In this case the information
characterizes the probability of quality of the system
under conditions of uncertainty.

5.When Ax=f(u,(x)), x€X, where u,(x) -
the membership function, then the system-information

model acquires the characteristics of fuzzy information
in an intelligent system.

6. When Ax=f(p) is a function of probability.

Such an information measure in the form of a ratio was
used by K. Shannon in his formula for calculating

the amount of information: I(p):logZ%, p:%,
1 m-0

|I(p)|=6= p—r ; where: X,,=m, X, =0, x=n,

Ax=n-0, |I(p) - informational  measure,

m — (total) number of attempts, n—(private) value

of realized.

Thus, the characteristic of a particular kind of
information to be formalized depends on the properties
that are attributed to the elements of the information
measure function.

In the transition from the abstract mathematical
formulation to the physical interpretation of system
information the set X is represented by the set of
physical properties of objects that are identified as
physical quantities and their values are estimated due
measurement. The material physical world can be
modeled on the basis of system information of space,
time and physical properties of objects. Each of the
attributes presented can be formalized as a function of
the information measure. The union of these attributes
represents the information space 5D.

The objects of systems-information research are
various systems: physical, chemical, biological, social,
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technical, informational, etc. For each of these systems,
there is both a general and a private information measure
of transformation and development. For each system-
information model of the hierarchical level of a material
object, methods for calculating quantitative values of
information may be different. Numerical methods
for determining the quantity, quality and value of
information are based on the information measure.

The presented analysis of information characteristics
is based on information interaction. The interaction
of objects, leading to a change in knowledge of
at least one of them, is called information interaction.
Despite the nature of the definition of information
interaction, it is useful for analyzing different definitions
of information. Thus, the entropic approach describes
information at the signal level, the algorithmic and
algebraic approach — at the linguistic level, and the
logical approach — at the semantic level.

For information interaction it is not enough only
to transmit a message, it is necessary that the receiver
(addressee) has a possibility to perceive it adequately.
From this follows the thesaurus principle: the importance
of having a priori information, sufficient to decode
and assimilate the message received. This means, in
particular, that participants in information interaction
must have consistent information about the codes,
languages and their semantics being used. This principle
emphasizes the paramount importance for informatics
of linguistic and semantic research in the broad sense
of the word. First of all, we are talking about fragments
of human communication languages and their semantics,
which have become the basis for the development
of human-machine dialogue tools today.

System-information models in production tasks

The product in production is characterized by the
product life cycle (PLC), which includes the following
stages: marketing, research and development, design,
technological preparation of production, production,
quality control, operation, maintenance and disposal.
Each stage of the PLC is an open information system,
in which the information comes from external sources, is
processed and issued to the next stage. At each stage
of PLC both deterministic and stochastic information
processes between objects which possess the certain
information necessary for performance of a concrete
industrial task proceed.

On the basis of the system-information approach
considered, four basic models of information technology
can be distinguished for use in intelligent information
processing systems for product manufacturing [13].

Absolute system-information model (ASIM)

The design of information technology uses absolute
numerical values of system information of the parameters
of design documentation (CD), technological system (TS)
and technological process (TP) on the basis of
deterministic and stochastic system-information models.
ASIM defines: the numerical value of the quantity of
system information of production objects parameters,
which characterizes the complexity of production; quality
of system information parameters, which characterizes
the level of used technology; value of system information
parameters, which characterizes the efficiency of
production. These system information models are used in
the analysis of the state of production in solving
economic and managerial problems.

ASIM are used in the early stages of PLC
in solving the problems of optimizing the redundancy
of both product design and technological process
based on the ratio of the amount of system
information incorporated in the product parameters
to the indicators of technical characteristics of the
technological system and process, as well as to the
parameters of the product service purpose.

Relative system-information model (RSIM)

RSIM characterizes the quality of production
processes in the manufacture of the product and is
equal to the coefficient of information connection
ASIM and KPI (technical and economic indicators)
of production:

KPIOId
ASINIOId , (16)
KPI, =K, x ASIM .

RSIMg,y = (Kinf ) =

RSIM is used in the stages of PLC when
solving problems of optimization and forecasting
of production resources for the manufacture of the
product: energy, time, material and others at the level
of technological equipment, production area, shop and
production as a whole.

Example 1. Conduct a preliminary prediction of

the cost of resources: electrical energy Cg", the time




ISSN 2522-9818 (print)
ISSN 2524-2296 (online)

Innovative technologies and scientific solutions for industries. 2022. No. 3 (21)

of manufacture C," and the estimated cost of Cpnop"

when launching a new (n) product in production

Cold Told
Ky= 5, Ky= P
Id |
Zli(prod) zll(
i=1 i=1

n
Cenl ~ KeI XZ Iirzprod)' Tpnrod ~ KT
i=1

K

communication for existing production technologies;

where: K ., K, — coefficients of information

el 1

OLD - old product, N — new product, I, — system

information of the product parameter according to the
design documentation.

Forecasting tasks according to the given method
to calculate resource costs for launching a new product
have not been solved in production before. The method
is simple and effective using computer technology.
The traditional method of solving such problems
requires a large expenditure of resources, both labor,
time and financial, it consists in the development of
preliminary (approximate) technological processes for
the manufacture of product elements and their assembly
with the calculation of economic indicators.

Equivalent system-information model (ESIM)

One of the conceptual features of the system-
information approach is the possibility to represent
system information of physical quantities on the basis
of Planck units. The values of Planck units (I, — length,

t, —time, m, —mass, E, —energy and other derived

physical quantities are calculated on the basis of the
fundamental physical constants C (speed of light, m/s);

on the basis of existing enterprise technologies in the
manufacture of an old (old) product:

Cold
Kc — - prod ’
Z I Id
e i(prod) (17)

n
n n n
x Z Ii(pl’Od)’ Cprad ~ Kc XZ Ii(prod)'
i=1 i=1

h (Dirac constant,
m®/kg-s®) [12]:

Gh Gh Ch hC®
. = Fm1 t = ES’ my = Ekg 1€p = ?J'

Basic Planck units, as well as fundamental physical
constants, have invariable values of relative uncertainties
and have approximately the same order — 10™ [14].
The value of the information measure is the inverse
of the relative uncertainties of the Planck units and
their numerical values are equal to each other.
Therefore in the system-information approach the
value of Planck units are taken as a threshold of
sensitivity of reference physical quantities. Thus, the
value of the amount of system information of the
reference physical quantity, calculated on the basis of the
Planck unit, can be equivalently expressed through
another physical quantity by means of the coefficient
of agreement between them.

The universal ESIM parameter is the physical
quantity energy, i.e. the quantity of system information
of any physical quantity on the basis of the Planck
unit can be equivalently expressed through the system
information energy.

J-s); G (gravitational constant,

Example 2: Determine the E", equivalent of the
P power value through the energy equivalent using
a matching factor K. (Eq /Ps):

nc® 1 1
Em:\/ G LI (EPL):|092[E—PJ: LSI(PPL):IOQZ(P_Ple

2

P{kg-—:|, log, (P) =log, (m)+2log, (/)-3log, (¢),

1 1 1 1
log,| — |=log,| — |[+2log,| — [-3log, | — |, 18
o o 1o |z, |-t 19

1

Pp, - 2(Iogz(il/mpL)+2logz(]/lpL)—3I0g2(1/[pL)) !

PL PL

[{mmh (i] = M

P ) LSI(Py)

PL

EY E P »
|092 iy Kmatch (i]x |092 — Esq — EPL X2Kma(ch(EPL/PPL) |092(P/PPL)_
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where: LSI — the logarithmic single index of the Plank

unit of physical value; E,, P, — Plank units of energy

and power; £, — equivalent of the power value in energy

units £, ; P —power, p —power symbol in the equivalent

pl
of energy E,; K, (E, /Py ) —matching factor.

Problems solved on the basis of the ESIM method
refer to engineering problems, both in science and
in production.

Mixed system-information model (MSIM)

System-information  models MSIM  represent
a combination of the above models ASIM, RSIM, ESIM
used for intelligent information processing in solving
a wide range of problems. Economic and social tasks
are some of the complex tasks that are currently being
solved using intelligent information processing
systems. Research of information processes of these
systems and development of information models for
solving problems are labor- and resource-intensive.

When analyzing complex information systems
(e.g., economic or social), MSIMs with limited
information resources are used based on the use of the
three system-information models presented above.
The information elements of the system are modeled
on the basis of ASIM, the information process in the
system is modeled on the basis of RSIM, the system
information for analysis is presented by ESIM. The use
of MSIM allows you to get the most objective result
of the economic task of determining the effectiveness of
processes and systems, which is calculated on the
basis of the ratio of system information result to the
costs of the work done.

In the theory of economics, the task of determining
the efficiency of systems in a strict plan is currently
not solved [15], because the result and cost of work
indicators use different qualitative and quantitative
attributes, measured by different units on different scales.
ESIM eliminates this contradiction, it allows to evaluate
the effectiveness of the system, representing the values
of the result and cost of work in the form of system
information equivalent to the energy measured in unified
units of bits (bits).

Application of system-information models for
intelligent information processing in production tasks

System-information models of production processes
and systems are used to solve production problems.
System-information models for intelligent information

processing, provide the definition of optimal ways in
solving the problems of resource planning and building
a strategy for achieving the goal of production.

To use system-information models for solving
various practical problems, different models based on
the use of certain methods of intelligent information
processing can be applied, the main ones are [16].

1) artificial neural networks (NN), the advantage of
which is the ability to represent some limited continuous
function with any small approximation error;

2) fuzzy logic, which allows inputs or variables
in a decision problem to be represented as people
reason about them;

3) expert systems, used to describe a problem and
using the intelligence of one or more identified experts;

4) evolutionary computing, characterized by the
ability to adapt to adapt to the environment by
modeling the emergence, survival, and improvement
of a population of individuals;

5) multi-agent systems, consisting of groups of
agents with different goals and tasks, with certain
characteristics and which are an active area of research
in complex applications.

For the analysis of system-information models as
objects of information interaction we will use both neural
network approach and fuzzy logic, which are effective
tools for solving a wide range of problems of intelligent
data analysis, which can include and production tasks.

Let us consider some characteristics of functional
dependences of technical and economic production
indicators to the numerical values of system information
() of product parameters DD (design documentation),
TS (technological system) and TP (technological process).
Timely and justified assessment of production indicators
on the basis of information technology provides effective
forecasting and management of the state of production.

1. Any mode of production is displayed through
the system information (I) of the monitored parameters
of the production objects.

2. The parameters of the product, technological
process and system have the final numerical value
of the system information (I) and are the most objective
characteristics of production.

3. Quantitative indicators of resource costs of
material, labor and energy to produce the product is
a function of the numerical value of the system
information (I) of the parameters of DD, TS and TP:

Resource costs (material, labor, energy) =

(19)
= f ( I(DesDoc); I(TechSist); 1(TechProc)).
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4. Technical and economic indicators of production
(KPI) is a function of redundancy or lack of system
information of DD parameters of the product, TS,

KPI = f( I (

5. Production efficiency is characterized as
a function of the ratio of transferred system information
by the technological system and process (costs) to the
received system information by the product (result)
(characteristic of the value of system information in
the production of the product):

Production efficiency = f (Zreproc/Zoespos ). (21)

The presented system-information models and

ways of their use can be applied in systems of

intelligent information processing to solve a wide class
of practical problems.

Conclusion

DesDoc,TechSist, TechPr oc), I

The development of methods for solving various
classes of practical problems using intelligent information
processing is one of the key research areas in computer
science. The developed system-information models
of processes and systems for intelligent information
processing allow analyzing and solving production
problems. Thereby increase the efficiency of solving
problems of analysis, synthesis and forecasting of
production systems and technologies, as well as
problems of production management.

The system-information approach to processes
and systems introduced new concepts of system
information and information measure, which allowed
to develop system-information models for intelligent
information processing.

The concept of systemic information corresponds
to the generally accepted classical definition of
"information™. The information process is based on the
information interaction of system elements, which leads
to a change in their state and is caused by a positive or
negative increase in the amount of system information.
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CUCTEMHO-TH®OPMAIINHI MOJEJI
JIJIA IHTEJEKTYAJIbHOT'O OBPOBJIEHHA IHOOPMAIIIT

IIpenMeToM nOCHi/UKEHHS € CUCTEMHO-iH(OpMamiiiHi MOZENI MpPOLECiB i CHCTeM Ta IXHE BUKOPHUCTAHHS IS iHTEIEKTYaJbHOTO
00pobnenHs iHpopManii y BHUPOOHMYMX 3aBJAHHAX. 3aCTOCYBaHHS IHTENEKTyalbHOTro oOpoOiieHHs iHdopmarii B cucTemax
YIpaBIiHHSI BUPOOHUIITBOM € HHHI OJTHUM i3 KJIFOYOBHX HaNpsMiB pO3BUTKY iHpopMaTuku. MeTa po6oTH — po3po0IeHHs CHCTEMHO-
iHpOpPMaIiiHUX MOJeNel NpOLECiB 1 CHCTEM A IHTENeKTyalbHOro oOpoOJjeHHS iH(opMalii, mo JaroTh 3MOTY aHami3yBaTd U
BUKOHYBAaTU BUPOOHUYI 3aBIaHHSA, SKi BUXOIATh 32 MEXi MOMEPEHBOr0 JOCBiAYy B YMOBaX HEBU3HAUCHOCTI. Y CTATTI BUPILIYIOTHCS
Taki 3aBJAaHHS: aHaNI3 MiIXO/IB JI0 BU3HAYCHHs XapaKTePHUCTHK iH(OpMallii IPOIeciB Ta CUCTEM; PO3pOOIICHHSI OCHOB MOJICTIOBAHHS
CHCTEeMHO-iH(QOPMaLIiifHUX MPOLECIB i CUCTEM ISl IHTENIEKTyalbHOro 00pobaeHHs iH(opMallii; CTBOPEHHS CHCTEMHO-iH(pOpMaIiitHUX
Mozeneil 1 crmocobiB TXHBOTO 3acTOCYBaHHS JUIS IHTENEKTyaJbHOro OOpoOJeHHs iHopMmamil B 3aBJaHHSIX BUPOOHHITBA.
BUKOpUCTOBYIOThCS Taki MeTOAM: CHCTEMHO-iIHGOpPMAIiifHMI MmiAXix JO0 TMpOIeciB Ta CHCTEM; CHUCTeMHO-iH(opmamiiiHe
MOJIeNIIOBaHHs mporieciB i cucreM. OTpHMaHO Taki pe3yJbTaTH: IPOAHATI30BAHO IIXOAW /O BH3HAYCHHS XapaKTEPHUCTHK
iHpopMamii mpoueciB 1 cucTeM; pO3pOONIEHO OCHOBH MOJETIOBAaHHSA CHCTEMHO-iHQOPMALIfHUX TMpOIeciB 1 CHCTeM Ui
IHTENEKTyaIbHOTO 00pOoOIeHHs iH(pOpMaIlii; 3ampoBaIKEHO MOHATTS cHcTeMHOi iHpopMarii Ta iHopManiitHOT MipHu; po3pobieHo
CHCTeMHO-iH(pOpMalliitHi MoJieni Ta CHOCOOM XHBOTO 3aCTOCYBAaHHS JUIsl iHTEIEKTyalbHOro oO0poOieHHs iHdopMalii B 3aBIaHHIX
BUpOOHMLTBA. BHCHOBKH. Po3poOieHHs MeTomiB Al BHPINIEHHS pPI3HOTO Kiacy NPAaKTHYHUX 3aBIaHb i3 BHKOPHUCTAHHSIM
IHTeNeKTyaJ bHOro 00poOieHHs iHdopMamil € OJHMM i3 KIIOYOBHMX HANpsMIB JOCHipKeHb B iH(opmaTuii. CTBOpPEHI CHCTEMHO-
iH(opMaIiifHI MOJENi IPOIECiB I CUCTEM I IHTEIEKTyaIbHOro 00pobieHH s iHpopManii JaloTh 3MOTY aHANI3yBaTH W BHPILIyBaTH
3aBIaHHS, 10 BUXOAATH 32 MEXI ITONEPeTHHOr0 AOCBiAy. THM caMMM BOHHM MiJBUINYIOTH €(EeKTHBHICTh BUPILICHHS 3aBJAHb aHANI3Y,
CHHTE3y Ta TPOTHO3YBAaHHA BHPOOHWYMX CHCTEM 1 TEXHOJOTIH, a TaKoXX 3aBOaHb YIPaBIiHHA BHPOOHUITBOM. CHCTEMHO-
iHpoOpMaLIHUIA MiAXiA ZO MPOLECIB i CHCTEM Olepye HOBUMH MOHATTSIMH — cucTeMHa iHdopmauis” ta “iHdopmauiiina mipa”.
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3aBOsSKH BOMY PO3POOJICHO CHUCTEMHO-iH(opMamiifHi Monelni A iHTEJIeKTyaabHOTO oOpoOiaeHHs iHdopMamii, a TakoX CHOCOOH
TXHBOTO 3aCTOCYBaHHS Ha €TalaxX >KUTTEBOrO LMKy BHUPOOY, IO AaJ0 3MOTY BHpILIyBaTH 3aBAaHHS BUPOOHHITBA. CHCTEMHO-
iH(opMaLiiiHi MOJEi MPOLECiB Ta CHCTEM ONUCYIOTh B3aEMOJIIO [DKepesia Ta npuiiMaya Ha iHpopMaliiiHoMy piBHI Ha OCHOBI opora
qyTauBocTi. Kanan 3B’s13ky MK [pkepenoMm Ta mpuitMadeM iHdopmarliii mpaioe, sik MpaBuio, B yMOBaxX HEBH3HAUCHOCTI, 110 MOXKeE
CIOPUYMHKUTH BTpaTy iH(opMalii i yac nepenadi BHACTIIOK MOKIIMBOT 3MiHH XapaKTePUCTUK CHCTeMH. J[iis onucy iXHBOI B3aeMOii
MOXYTh OyTH BHKOPHCTaHI Ti YM IHII MOJENI IHTEJeKTyalbHOro oOpoGiieHHS iH(popMamii, 30kpeMa HelipoMepexHi mMozeni abo
MOJIelli HEUiTKOTO BHBEJEHHS. IXHE BHMKOPHUCTAaHHS JAacTh 3MOTY TMiJBUIIUTH e(peKTHUBHICTh MPOTHO3YBaHHA CTaHy NpHiiMada
3 ypaxyBaHHSM CTaHy IiepefaBada Ta yMOB (yHKIIOHYBaHHs KaHaly 3B’si3Ky. LI cTaTTs mokasajia akTyalbHICTh PO3pOOIICHHS
CHUCTEMHO-1HQOPMALIHHUX MOJENel Il iHTENeKTyadbHOTro oOpoOieHHs iH(opMalmii Ha PpIBHAX pelemnmii, iHTepruperamii Ta
KOMYHiKalii JaHUX, 10 T03BOJISIE POSIIUPUTH KITaC BUPOOHUYHX 3aBIaHb, IKi BUPILIIYIOTHCA.

KarouoBi cioBa: cuctemHo-iHopMmariiiHi Mozeni; cucTeMHa iH(poOpMauis; iHpopManiiiHa Mipa; MOPIr YyTIHBOCTI;
iHTeNeKTyaabHe 00poOIeHHs iHpopMarii.

CUCTEMHO-UH®OPMAIINOHBIE MO/JIEJIN
JIJISI THTEJUIEKTY AJIbHOM OBPABOTKHA MTH®OPMAIIUA

IIpeamMeToM MHCCIENOBaHUS SBISIOTCS CHCTEMHO-MH(OPMALMOHHBIE MOJENM IPOLECCOB M CHCTEM M MX MHCIOJIb30BaHUE
UL MHTEJUICKTYaJIbHOW 00paboTku MH(pOpPManuy B MPOU3BOACTBEHHBIX 3aJadax. VcHonp3oBaHHE HMHTEIUIEKTYaJbHOH 00paboOTKU
HH(OPMAIMU B CHCTEMaX YIPaBJICHHS IPOM3BOACTBOM SBILSIETCS B HACTOSIEE BPEMsl OJHHUM U3 KIIFOUEBBIX HANpaBICHUI Pa3BUTHS
napopmatruku. Ileas paboTel — pa3paboTka CHCTEMHO-MH()OPMAIIMOHHBIX MOJENEH IPOIeCCOB M CHCTEM [UIS MHTEIUICKTYaIbHOM
00paboTki nH(MOPMAIMH, MO3BOJLSIOIINX AHAJIU3MPOBATh M pEIIaTh NPOU3BOJACTBCHHBIC 3aJa4d B YCIOBHSX HEOMpPEICICHHOCTH.
B cTaThe penaroTcs Cleayroue 3aa4M: IPOBEACHNE aHAIN3a OAXO0/I0B K ONPEACICHHUIO XapaKTEePUCTHK HHMOPMAIMH TTPOLIECCOB
U CHCTEM; pa3paboTKa OCHOB MOACIHPOBAHUS CHCTEMHO-MH()OPMAILIMOHHBIX POLIECCOB M CUCTEM JUISl HHTEIUICKTYaJIbHOH 00paboTKH
uHpOpMaIMy; pa3paboTKka CHCTEMHO-UH(POPMAIIMOHHBIX MOJENeH M ctocoO0B MX NMPUMEHEHUS AJsl MHTEIUIEKTYalbHOU 00paboTKH
uHopMalMu B 3a7adax [POU3BOACTBA. VICMONMB3YIOTCSA CIEIyIONIME MeTOAbI: CHCTEMHO-WH()OPMAIMOHHBIH  IOAXOJ
K IIpOIeccaM M CHCTeMaM; CHCTEMHO-MH(POPMAMOHHOE MOJISIIPOBaHUE MPOIeccoB U cucTeM. [lomydens! cienyronye pe3yabTaThl:
NPOBE/ICH aHaJM3 IOAXOAOB K ONpPEIelIeHHI0 XapaKTepUCTHK HH(GOPMAIWHM IPOLECCOB M CHCTEM; pa3padOTaHbl IPHHIIHIIBI
MOJICIMPOBAHUS CHCTEMHO-MH()OPMALMOHHBIX TIPOLECCOB M CHCTEM Ul MHTEIUICKTyanbHOH 00paboTku MH(OpMAIMH; BBEACHBI
HOHATHSL CHCTEMHOH HH(OpMaumu ¥ MHGOPMALMOHHOW Mepbl; pa3paboTaHbl CHCTEMHO-HH(GOPMAIMOHHBIE MOJETH U CIIOCOOBI
WX TPUMEHEHHs [UId HMHTEIUIEKTyalnbHOW 00paboTku wWHGpOpMamuu B 3aJadax NPOW3BOIACTBA. BbiBoabl. Pa3zpaboTka MmeTomos
JUISL PEILICHUs] Pa3IMYHOrO KJacca MPaKTUYECKHX 33a7ad C HUCIOJIb30BAHMEM HHTEJUICKTYalbHOH 00paboTKH MH(POpMALUM SBISETCS
OJHHM W3 KIIOYEBBIX HANpaBICHUI HccienoBaHuii B uH(opmaTuke. PaspaboTaHHbIE CHUCTEMHO-MH()OPMAIMOHHBIE MOJAECIH
MPOLECCOB U CHCTEM IS MHTEIUIEKTYaJbHOW 00pabOTKM MH(OpMAalUH IMO3BOJSIOT aHAJIM3UPOBAaTh M peIIaTh 3a7add, KOTOpbIe
BBIXOAAT 32 PaMKH MpeIbIIyliero ombita. TeM caMbM OHH TOBBIIAIT 3(P(EKTHBHOCTh pELICHHS 3a/ad aHallM3a, CHHTE3a
U TIPOTHO3WPOBAHUS MPOU3BOACTBEHHBIX CHCTEM M TEXHOJOIMH, a TakKe 3aJad yIpaBIeHHWs IIPOM3BOACTBOM. CHCTEMHO-
WHQOPMAIIMOHHBIA TOAXOA K TMpoIeccaM M CHCTEMaM OINepUpyeT HOBBIMH MOHATHAMH — ''CHCTeMHas HHQpopMamus H
"rHpOpMaIoHHas Mepa". DTO MO3BOJIUIIO pa3padoTaTh CUCTEMHO-MH(GOPMALMOHHBIE MOAETH A MHTEIUIEKTYyadbHOH 00paboTKu
I/IH(bOpMaLIPIl/I, a TaKXe Cl'IOCO6]>I X TPUMCHCHHSA Ha OJSTanax XWU3HCHHOI'0 HHUKJIa H3ACIUd, 4YTO IIOMOIVIO pellaTh 3ada4du
npousBozacTBa. CrcTeMHO-NH(DOPMAIIMOHHBIE MOJIENIN MTPOLECCOB M CHCTEM OINMKCHIBAIOT B3aHMMOJAEIHCTBHE HCTOUYHHMKA M MPHEMHHKA
Ha MH(OPMAIIMOHHOM YPOBHE Ha OCHOBE ITOPOTa YyBCTBUTEILHOCTH. KaHai CBs3M MEXTy NCTOYHHKOM M MPUEMHHKOM HH(OPMaIN
paboTaeT, KaK MPaBUIIO, B YCIOBUIX HEONPEIEICHHOCTH, YTO MOXET IIPUBOIUTH K MoTepe HHOOPMAIMH NPH Mepeade BCICICTBUE
BO3MOXKHOTO H3MEHEHHs XapaKTEPHCTHK CHCTEMBI. J[JIsi ONMCAaHMS MX B3aUMOJCHCTBHS MOTYT OBITH HCHOJIb30BaHbI T€ WM HHBIC
MOJIeNIM MHTEIUICKTYaJlbHOH 00paboTKM HHGOpPMAlWKM, B YAaCTHOCTH HEHPOCETEBbIC MOJEIM WJIM MOJEIN HEYETKOIO BBIBOJA.
HX uCcroap30BaHUE TI03BOJIUT ITOBBICHUTH 3(1)(1)6](TPIBHOCT]> IIPOTHO3UPOBAHUA COCTOSIHUSA NPUEMHHUKA C YYETOM COCTOSAHUA
nepeaaTyiKa ¥ ycIoBruil QyHKIIMOHUPOBaHKs KaHaa CBsi3H. [IpefcTaBieHHas CTaThs MOKa3ajla akTyallbHOCTh Pa3pabO0TKU CUCTEMHO-
MH(OPMAIIMOHHBIX MOJENEH JUIi WHTEIUICKTyalbHOH 00pa0OoTKM HHQOpMalMyu Ha YpPOBHSIX pELEINIMH, WHTEPHIpeTalud U
KOMMYHHKAIUY JAHHBIX, YTO IT03BOJISIET PACIINPUTH KJIACC PELIaeMbIX MPON3BOACTBEHHBIX 3a/1a4.

KioueBble cj10Ba: CHCTEMHO-HH(GOpPMAIMOHHBIE MOJEIH; CHCTeMHas HHpopMauus; HHGOpMAlMOHHAsS Mepa; MHOopor
qyBCTBHUTEIIFHOCTH; MHTEIUIEKTyaIbHas 00padoTKa HH(POPMAIIH.
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