NUMERICAL SOLUTION OF THE OPTIMAL SPEED PROBLEM WITH A PHASE CONSTRAINT FOR ONE PARABOLIC EQUATION

1. Introduction

For practice, speed problems are of great interest, when it is necessary to realize technologically desirable temperatures of a medium with the specified accuracy in the shortest possible time. The use of tertiaries methods for increasing oil production [1] poses a number of problems, the solution of which is somehow connected with the optimal organization of the processes of impact on the reservoir and their management. Investigation of non-isothermal processes in porous media [2, 3] shows that, depending on the real properties of liquids and the reservoir, there is a technologically desirable temperature distribution in the formation, in which the displacement process takes place more efficiently. In this regard, there is a need to determine such regimes and terms of impact on the formations, which, with minimal costs of material thermal resources, would provide the maximum effect. Therefore, the theoretical study of heat transfer processes, the determination on this basis of optimal regimes and terms of thermal exposure, is undoubtedly of great theoretical and practical interest.

2. The object of research and its technological audit

The object of research is an iterative numerical method for solving problems for optimal speed with phase constraint for equations of parabolic type with variable coefficients, describing the processes of thermal conductivity in porous media.

Mathematical modeling of non-isothermal filtration processes of a homogeneous incompressible fluid in an inhomogeneous formation shows [3] that the determination of the temperature distribution in a reservoir in dimensionless variables can be reduced to the solution of the boundary value problem:

\[ \frac{1}{x^r} \frac{\partial}{\partial x} \left( x^rk(x) \frac{\partial u}{\partial x} \right) + \frac{q(t)}{x^r} \frac{\partial u}{\partial x} - \beta(t)u + f(x,t) = 0, \quad x > 0, \quad 0 < t \leq T, \]

where \( u(x,t) \) – the average formation temperature; \( \varphi(x) \) – initial temperature distribution; \( h(x), c(x), q(t), \beta(t) \) – known continuous functions – thermophysical characteristics of a liquid-saturated porous medium; \( f(x,t) \) – density of thermal sources; \( g(t) \) – temperature \( (\sigma_1 = 1, \sigma_2 = 0) \) or heat flux at the boundary \( r = x; \varphi(t) \) – temperature \( (\sigma_1 = 1, \sigma_2 = 0) \) or power \( (\sigma_1 = 1, \sigma_2 = 0) \) of the heat source at the boundary \( r = r_g, n = 0 \) corresponds to a plane-parallel one; \( n = 1 \) – flat radial filtration.

It is necessary to determine such operation mode of thermal sources, so that the temperature distribution of the formation specified from the technological conditions with the specified accuracy is reached in a minimum time. The mathematical formulation of the problem consists in determining such controls \( g(t), \varphi(t), f(x,t) \) and functions \( u(x,t) \) satisfying conditions (1)–(4), with constraints:

\[ g_{\text{min}} \leq g(t) \leq g_{\text{max}}, \quad \varphi_{\text{min}} \leq \varphi(t) \leq \varphi_{\text{max}}, \quad f_{\text{min}} \leq f(t) \leq f_{\text{max}}, \quad u(x,t) \leq u_{\text{max}}, \]

that for a given function \( u'(x) \) and constant \( \delta \geq 0 \), the inequality:

\[ \int_0^T (u(x,t) - u'(x))^2 x^r dx \leq \delta, \]

is performed in the minimum time \( T, g_{\text{min}}, g_{\text{max}}, \varphi_{\text{min}}, \varphi_{\text{max}}, f_{\text{min}}, f_{\text{max}} \) – specified numbers characterizing the limiting possibilities of thermal sources; \( u_{\text{max}} \) – maximum permissible temperature value.
Controls \( g(x,t), v(t), f(t) \) will be sought in the set of piecewise-continuous functions that satisfy conditions (5) almost everywhere. Let’s denote this set by \( F \). For fixed \( g(t), v(t), f(t) \in F \) the corresponding solution [5] \( u = u(x,t) \) is determined from the boundary value problem (1)–(4). Let’s assume that this solution exists and is unique.

Let’s note that many other physical processes [4] are also described by the mathematical model (1)–(4), therefore, the developed numerical method can be applied to solving analogous speed problems for these processes.

### 3. The aim and objectives of research

The aim of research is development of a numerical method for solving the problem of optimal speed with phase constraint for a parabolic equation with variable coefficients, describing the processes of thermal conductivity in inhomogeneous porous media, with plane-parallel and plane-normal filtration.

To achieve this aim, it is necessary to solve such problems:

1. To solve problems using first-order optimization methods, derive analytical formulas for the gradient components of the functional with the respect to the control parameters, through which an iterative process of finding the optimal control for speed will be built.

2. Based on numerical experiments, discuss the computational implementation of the proposed methodology and give practical recommendations on its application.

### 4. Research of existing solutions of the problem

It is known that the study of heat conduction processes leads to problems for a linear parabolic equation only if small intervals of temperature change are considered [4]. Therefore, there needs to solve problems for optimal speed, not only with limiting the temperature of the control thermal sources, but also on the temperature distribution at all points. Such problems arise also in the study of thermal processes, when superheating of the medium above a certain critical temperature is not permissible [2, 4].

In this regard, considerable interest is the development of effective computational algorithms for solving specific problems of speed with phase constraint for equations of parabolic type.

Problems of optimal control and speed for partial differential equations, including those for parabolic equations, are devoted to extensive scientific literature [1–10]. For some classes of such problems, questions of the existence and uniqueness of the optimal control for speed are investigated, necessary and sufficient conditions for optimality are obtained, methods for their solution are developed [5–9]. Numerical methods for solving time-optimal problems for equations of parabolic type are devoted to [7–9], in which problems without a phase constraint are mainly considered.

### 5. Methods of research

Let there exist such \( T \) and such \( g(t), v(t), f(t) \in F \), for which, under conditions (1)–(6), inequality (7) is fulfilled, which let’s call respectively, admissible time and controls. Time \( T = T_w \) and functions \( g_w(t), v_w(t), f_w(t) \in F \), being the solution of problem (1)–(7), are optimal in terms of speed.

Let’s consider the following auxiliary optimal control problem: for a fixed \( T \) find such \( g(t, T), v(t, T), f(x, t, T) \in F \) that, under the conditions (1)–(6), the functional:

\[
\Phi(g, v, f) = \int_{\Omega} \left( u(x, T) - u'(x) \right)^2 x^d dx,
\]

has its least possible value. This problem is of independent interest, similar problems have been studied by many authors [6, 7]. Let’s also assume that for \( T \) the problem of finding the minimum of the functional (8) under the conditions (1)–(6) has a solution.

The method of penalty functionals is applied to the solution of the optimal control problem for a fixed \( T \). The functional is introduced:

\[
J(g, v, f) = \Phi(g, v, f) + A_P P(g, v, f),
\]

where

\[
P(g, v, f) = \int_0^T \left[ \max \{u(x, t) - u_{\text{min}}\} \right]^{2} dt dr,
\]

\[
\lim_{k \to \infty} A_k = 0
\]

(for example, \( A_k = 10^k \)).

To solve the problem of minimizing the functional (9) at \( T \), using approximate first-order optimization methods [7], an analytic formula for the gradient of the functional (10) is derived:

\[
\frac{1}{x^d} \frac{d}{dx} \left( x^d \frac{\partial y}{\partial x} - \beta(t) y(x, t) \right) +
2A_k \max \{u(x, t) - u_{\text{min}}\} = -c(x) \frac{\partial y}{\partial t},
\]

\[
(x, t) \in G = \{r, c < r < r_e, 0 \leq t < T\},
\]

\[
g(x, T) = 2(u(x, T) - u'(x))c(x), x_c \leq x \leq x_c,
\]

\[
\sigma y(x, t) + \sigma y(x, t) = \frac{\partial y(x, t)}{\partial x} - q(t) y(x, t),
\]

\[
0 \leq t \leq T.
\]
For a numerical solution of optimal control problems for a fixed $T$, a discrete analogue of the problem is constructed by the method of finite differences on an uneven grid, which is constructed on the basis of a priori information on the properties of the solution of boundary value problems. In view of the fact that large gradients of functions $u(x,t)$, $y(x,t)$ are achieved near the boundary points $x = x_i$ and $x = x_N$, it is advisable to use a non-uniform grid with respect to the spatial variable that takes this property into account. In this connection, it is necessary to thicken the grid nodes with respect to the variable $x$ in the vicinity of these points. This principle is laid in the basis of the grid construction:

$$
\mathcal{G}_{h,i} = \{(x_i,t_j) : x_{i+1} = x_i + h_{i+1}, \quad i = 0, 1, \ldots, N-1, \quad x_0 = x_i, \quad x_N = x_N, \quad t_{i+1} = t_i + \tau_{i+1}, \quad j = 0, 1, \ldots, M-1, \quad t_0 = 0, \quad t_M = T\}.
$$

Using the implicit two-layer conservative scheme [4, 10] and retaining the previous notation for grid functions, the differential problems (1)–(4) and (11) can be approximated by the following difference problems:

$$
\begin{align*}
&\left(x_i^+ - \frac{k_1}{h_i} (u_{i+1,i} - u_{i,i}) \right) / h_i - x_i^- \frac{k_1}{h_i} \times \\
&\times \left(u_{i,i+1} - u_{i,i} \right) / h_i, \quad i = 0, 1, \ldots, M-1, \quad t_0 = 0, \quad t_M = T, \\
&+ g_i (u_{i,i} - u_{i,i+1}) / h_i, \quad i = 0, 1, \ldots, M-1, \quad t_0 = 0, \quad t_M = T, \\
&- \beta_{1,i} (\xi_{i,i} - \xi_{i,i+1}) / h_i, \quad i = 0, 1, \ldots, M-1, \quad t_0 = 0, \quad t_M = T, \\
&= -c_i (y_{i,i} - y_{i,i+1}) / h_i, \quad i = 0, 1, \ldots, M-1, \quad t_0 = 0, \quad t_M = T,
\end{align*}
$$

(12)

solution of the auxiliary problem for $T^0$, $g(t, T^0)$, $v(t, T^0)$, the following condition is satisfied:

$$
\min f(g, v, f) \leq \delta.
$$

(15)

If (15) is satisfied for $T^0$, $g(t, T^0)$, $v(t, T^0)$, $f(t, T^0)$, $j = 0, 1, 2, \ldots, M$ then the following time is taken as the approximation:

$$
T^{m+1} = T^{m} - \frac{T^{(1)}}{2m},
$$

else

$$
T^{m+1} = T^{m} + \frac{T^{(1)}}{2m}, \quad m = 1, 2, \ldots.
$$

(13)

Iterations over time continue until some $m = m_*$, at which the following condition is fulfilled:

$$
\frac{T_i}{2m_*} \leq \varepsilon,
$$

where $\varepsilon$ – sufficiently small positive number. If, when $T = T^{m_*}$ (15) is satisfied, then $T_0 = T^{m_*}$, otherwise:

$$
T_0 = T^{(1)}, \quad T_0 = T^{m_*} + \frac{T^{(1)}}{2m_*-1},
$$

and for the optimal speed of control are taken:

$$
g_0(t, \varepsilon) = g(t, T_0), \quad v_0(t) = g(t, T_0), \quad f_0(t) = g(t, T_0).
$$
In connection with the fact that for each \( T^{(n)} \) the corresponding optimal control problem is solved by the first-order optimization method, whose convergence essentially depends on the initial approximations:

\[
g(0)^{(j)}(t_j, T^{(n)}), \quad \varepsilon(0)^{(j)}(t_j, T^{(n)}), \quad f(0)^{(j)}(t_j, T^{(n)}).
\]

The following methods of choosing zero approximations for controls are considered:

a) for all

\[
T^{(n)}(m = 1, 2,...), \quad g(0)^{(j)}(t_j, T^{(n)}) = g_0(t_j), \quad \varepsilon(0)^{(j)}(t_j, T^{(n)}) = \varepsilon_0(t_j), \quad f(0)^{(j)}(t_j, T^{(n)}) = f_0(t_j),
\]

\[ j = 0, 1, 2,..., M, \quad 0 \leq t \leq T^{(n)}, \]

where \( g_0(t_j), \varepsilon_0(t_j) \) and \( f_0(t_j) \) are specified grid functions.

b) let

\[
g(0)^{(j)}(t_j, T^{(n)}) = g_0(t_j), \quad \varepsilon(0)^{(j)}(t_j, T^{(n)}) = \varepsilon_0(t_j), \quad f(0)^{(j)}(t_j, T^{(n)}) = f_0(t_j), \quad T = T^{(n)}, \quad 0 \leq t_j \leq T^{(n)}.
\]

Zero approximations for \( m = 1, 2,... \) are given by the formulas:

\[
g(0)^{(j)}(t_j, T^{(n)}) = g(0)^{(j)}(p_0^{(j)}t_j, T^{(n)}),
\]

\[
\varepsilon(0)^{(j)}(p_0^{(j)}t_j, T^{(n)}) = \varepsilon(0)^{(j)}(p_0^{(j)}t_j, T^{(n)}),
\]

\[
f(0)^{(j)}(p_0^{(j)}t_j, T^{(n)}) = f(0)^{(j)}(p_0^{(j)}t_j, T^{(n)}),
\]

\[
0 \leq t_j \leq T^{(n)}.
\]

With this choice of initial approximations, the structure of the optimal controls found at the \( m \)-th iteration is preserved.

### 6. Research results

The convergence of the iteration process for solving the time-optimal problem can be proved similarly to the proof of the convergence of the binary division method for finding the extremum of functions of one variable [7]. It is assumed that condition (15) is fulfilled for all \( T^{(n)} > T_0 \), and for \( T^{(n)} < T_0 \) this condition is not fulfilled [5, 8].

Let’s give a typical example of the numerical experiments performed at:

\[
k(x) = x + 1, \quad g(t) = 1, \quad \beta = 0, \quad c(x) = 2x,
\]

\[
f(t) = 0, \quad u_{\max} = 5, \quad \varphi(x) = 0.001, \quad x = 0.001,
\]

\[
x_0 = 1, \quad \sigma_1 = \sigma_2 = 1, \quad \delta = 0.005, \quad \varepsilon = 10^{-4}.
\]

In numerical experiments, a non-uniform grid with the respect to \( x \) is used, the nodes of which are shown in Table 1.

Calculations are carried out at:

\[
T^{(n)} = \frac{T(1)}{M} \quad \text{and} \quad T^{(n)} = \frac{T(n)}{M}, \quad m = 1, 2,...
\]

### Table 1

<table>
<thead>
<tr>
<th>Grid nodes with respect to the variable ( x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.0010 )</td>
</tr>
<tr>
<td>( 0.0120 )</td>
</tr>
<tr>
<td>( 0.2500 )</td>
</tr>
<tr>
<td>( 0.6000 )</td>
</tr>
<tr>
<td>( 0.9320 )</td>
</tr>
</tbody>
</table>
| \( 0.9960 \) | \( 0.9970 \) | \( 0.9980 \) | \( 0.9990 \) | \( 1.0000 \) | \( – 

Let’s note that in the first case the step \( T^{(n)} = T(1)/M = \text{const} \), and in the second case the step \( T^{(n)} \) changes at each iteration in time, but is uniform for a fixed \( T^{(n)} \), \( m = 1, 2,... \). The results of numerical calculations show the expediency of choosing a step in this method.

Taking into account that the optimal control speed is «relay» function [5], a quasi-real (test) numerical experiment is performed in which, first by the finite difference method, the direct boundary value problem (1)–(4) is solved for the selected:

\[
g(t_j) = g(t_j), \quad v(t_j) = v(t_j),
\]

where

\[
g(t_j) = g'(t_j), \quad v(t_j) = v'(t_j),
\]

\[
T = T^{(n)}, \quad 0 \leq t_j \leq T^{(n)}.
\]

The non-uniform grid with the respect to the spatial variable

<table>
<thead>
<tr>
<th>Iterations over time, option ( a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

**Note:** \( m \) – iteration number at \( T \); \( n \) – number of iterations in optimal control problems at \( T^{(n)} \).

### Table 2

<table>
<thead>
<tr>
<th>Iterations over time, option ( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

**Note:** \( m \) – iteration number at \( T \); \( n \) – number of iterations in optimal control problems at \( T^{(n)} \).
Tables 2 and 3 show the values $T^{(m)}$, the value of the functional $J^{(0)}$ for initial approximations for control, the minimum values $\min J^{(m)}$ in optimal control problems for $T^{(m)}$ ($m = 1, 2, ...$), obtained by choosing the initial approximations in the ways $a$ and $b$, respectively. The optimal control problems for a fixed $T^{(m)}$ are solved by the conditional gradient (MUG) and the gradient projection (PGM) methods.

As can be seen from Tables 2 and 3, in order to achieve the specified accuracy in the performance problem, 6 iterations are required and $T_{\text{on}} \in (0.0525, 0.06)$. In optimal control problems, the total number of iterations in option a by the conditional gradient method is 110 and the gradient projection method is 108. In option b, the total number of iterations is CGM – 81, GPM – 64, i. e., the total number of iterations in the optimal control problem in method b the choice of the initial approximation is much less than in variant a. In Fig. 1–4 shows the graphs of the optimal controls for speed, obtained in CGM and GPM, respectively. As can be seen from Fig. 1–4, the control-optimal controls obtained by both methods are fairly close to test controls. Calculations show that when $T^{(m)}$ sufficiently close to $T_{\text{on}}$, the optimal controls are also close to relay functions. This property in the general case is not satisfied for optimal controls for $T^{(m)} \neq T_{\text{on}}$. For example, Fig. 5 shows the graphs of the optimal control $v^{(2)}(t)$ obtained by CGM and GPM. As can be seen from Fig. 5, these functions are not relay and quite different from $v^{(0)}(t)$ by the metric $C[0, T^{(m)}]$. Tables 4 and 5 show the values of the functions $u'(x)$ and $u(x, T_{\text{on}})$ at the grid nodes, these functions also agree well with respect to the metric $C(x, x_s)$. Numerical experiments are also carried out in the case when the control-optimal controls have two switching points. However, the nature of the obtained results does not change.
As can be seen from Tables 1–5 and Fig. 3–5, the proposed algorithm gives fairly accurate results and can be used to determine the optimal parameters of heat conduction processes.

### 7. SWOT analysis of research results

**Strengths.** The proposed algorithm can be used to determine the optimal regime and time of thermal conductivity processes in inhomogeneous media. This algorithm contributes to saving time; process optimization; increase the productivity of oil wells; increase the speed of calculation.

**Weaknesses.** The disadvantages of this method include the complexity of the calculation.

**Opportunities.** Thanks to the introduction of this method in the oil industry, an increase in oil recovery of the field to 40 % is expected.

**Threats.** To implement this method, additional equipment is necessary, and, accordingly, it is money costs. Highly qualified personnel are also required to work with this equipment.

### 8. Conclusions

1. To solve the problems with the use of first-order optimization methods and finite differences on non-uniform grids, analytical formulas are obtained for the components of the gradient vector of the functional with respect to controllable functions.

2. A method is proposed for selecting initial approximations for optimal controls and a step in time at each iteration, which makes it possible to accelerate the calculation process. To achieve the specified accuracy, the speed problem required 6 iterations and $T_m = 0.0525, 0.06$.

3. Based on the analysis of the results of numerical experiments, the influence of various parameters on the iterative process is investigated and recommendations for the use of the proposed algorithm are worked out. In optimal control problems, the total number of iterations in option a by the conditional gradient method is 110 and the gradient projection method is 108. In option b, the total number of iterations is CGM – 81, GPM = 64, i.e., the total number of iterations in the optimal control problem in method b the choice of the initial approximation is much less than in variant a. The optimal speed control, obtained by both methods, is close enough to test controls. Numerical experiments are also carried out in the case when the control-optimal controls have two switching points. However, the nature of the results obtained does not change.
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