DEVELOPMENT OF CLASSIFICATION MODEL BASED ON NEURAL NETWORKS FOR THE PROCESS OF IRON ORE BENEFICIATION

1. Introduction

In modern conditions, the task of improving the quality of the final product — concentrate — and reducing its cost is of particular importance, since the average quality of the products of mining and processing plants (MPP), which is 64–66 %, is lower among potential competitors (Russia, Sweden, Brazil) — 70 %. At the same time, the cost and the share of harmful impurities in concentrates of Ukrainian production, as a rule, are higher.

The deviation of the concentrate quality from the planned indicators is in the range of –3...+2 %. Among the reasons for such fluctuations in work, the following were first identified: a change in the mineral composition of the ore being processed, a change in the operating modes of the technological equipment of the crushing department. Of particular importance is the stabilization of the quality parameters of the ore fed for processing, provided by the complex geological conditions of Ukrainian mining and processing plants, characterized by a variety of mineral varieties of ores and a significant range of useful component content in them. In the ore supplied for beneficiation, the average number of mineral varieties is 5–8, and the range of the total and magnetic iron contents, for example, under the conditions of PJSC Southern Mining Factory (Kryvyi Rih, Ukraine), reaches 6 % and 10 %, respectively. At the same time, the modern mining system does not allow a sufficiently long time to mine the same type of ore, which leads to instability of the mineral composition of the raw materials that are received for processing. During the work shift, the range of the content of the useful component in the initial ore reaches an average of 7–9 abs. %.

One of the key characteristics that determine the operating mode of the grinding apparatus is ore crushing, directly related to its strength. But unlike other parameters, the problem is with constant monitoring of the strength value. The determination of this parameter requires laboratory study of the technological ore sample from the conveyor of the beneficiation section. Changes in the...
indicators between sampling adversely affect further process control due to inadequate input data.

Therefore, it is relevant to study alternative methods for determining ore strength. In particular, forecasting this parameter using a classification model for the beneficia-

tion process.

2. The object of research and its technological audit

The object of research is the processes of iron ore beneficia-

tion in the conditions of a mining and processing plant. Iron ore beneficia-

tion factory near parallel to existing production lines or concentr-

tion sections. The technological line of magnetic ore beneficia-

tion can be divided into a number of series-connected technolog-

cal complexes, each of which includes technological operations: grinding, clas-

sification and magnetic separation. Grinding ore can be carried out in ball and non-ball mills.

The specifics of the working conditions of the benefi-

ciation section complicate the monitoring of the strength par-


ter parameter by installing a hardware sensor directly on the conveyor. Therefore, it is proposed to determine it by forecasting. Relying on Big Data information technologies, using the accumulated statistical data, it is possible to forecast data on the intervals between technological samples.

3. The aim and objectives of research

The aim of research is in creation of a classifying model for indirectly determining the input parameters of the beneficia-

tion section using intelligent decision-making technology. This will improve the efficiency of the iron ore beneficia-

tion process. To achieve this aim, it is necessary to complete the following objectives:

1. To formulate the general goal of constructing a classifying model of indirect determination of the input par-


tameters of the beneficitation section.

2. To reveal individual blocks and general concepts of the functioning of the proposed model.

3. To provide a formalized description of the relationship-


tships between the individual elements of the model.

4. Research of existing solutions of the problem

The mineral processing manufacturing process is a typical complex industrial process. It consists of several processes connected in series, where the outputs of each individual process are inputs for the subsequent [4].

The functioning of each unit contains a system of opera-

tional optimization of the highest level, keeps performance indicators within the target ranges [5, 6].

The use of optical cameras with a resolution of up to 0.1 mm to determine the properties of raw materials requires their preliminary cleaning [7].

X-ray radiometric methods for controlling the quality of lump ore, among the drawbacks, are insufficient radi-

tion penetration depth [2].

The main limitation of systems based on X-ray fluores-

cence is that they are not able to quantify the elements that emit light [8].

Infrared thermography does not allow working with black materials; infrared radiation is poorly reflected [9].

Particles of raw materials that have a low metal content can’t be detected by electromagnetic sensors [10]. To identify such raw materials, it is necessary to install additional measuring instruments.

Ultrasonic sensors [11] make it possible to identify up to five size classes of raw materials in suspensions, which are 60 % solids.

In addition to analyzing the flow of raw materials, a whole range of methods is available that require system-


tic or automatic sampling [12]. Their disadvantage is a large delay in time (from several hours to several days).

The methods discussed above do not allow obtaining information about the raw materials entering the beneficia-

tion section for the operational control of the technological process. It is proposed to develop a model that allows forecasting unknown data based on previously accumu-


lated statistics.

5. Methods of research

In the study, the following scientific methods are used:

– analysis method – when studying problems, questions and statements of individual research tasks;

– method of generalization, abstraction and explanation – for the disclosure of the classifying model and the relationships between its individual blocks;

– method of mathematical analysis and optimization – to determine the analytical formalization and description of the classifying model.

6. Research results

The performance of ball mills depends on many factors. The author of [13] introduced three series of factors. The first row is created by factors, determined by the crushed material: the size of the initial ore, the size of the crushed material, crushing of the ore. The second row contains factors that depend on the mill itself: the design of the ball mill, its size, and the shape of the lining. The third row is represented by factors that take into account the operating conditions of the technological unit:

– open or closed loop;

– efficiency of the classifying apparatus;

– degree of filling of the mill with grinding media;

– characteristic size;

– shape;

– density;

– hardness of grinding bodies;

– dilution of the pulp in the mill;

– the number of revolutions of the drum.

In the process of systematic research of a ball mill as a controlled object by the productivity channel, its model is obtained as a controlled object (Fig. 1).

Analysis of factors presented in Fig. 1 shows that they can be represented as process parameters that are being optimized. In this case, the input, output, disturbing and control parameters are usually distinguished by the content.

Technical and mineralogical varieties of ores of the PJSC Southern Mining Factory according to the strength indicator on the scale of prof. M. Protodyakonov vary mainly within 6–9 points. The general tendency toward a decrease in the strength of samples with an increase in their size is explained by the presence of large and small cracks in them, the number of which decreases with decreasing particle size.
Based on the described technological process, the general structure of the predictive model can be divided into several blocks (Fig. 2).

The first block is a database (DB) containing the accumulated data on the statistics of the beneficiation section for the previous period of operation. Indicators obtained from installed sensors for monitoring the operation of the section and laboratory data for the analysis of raw materials and products of the section.

The purpose of the technological database management system is the accumulation, backup and storage of information about the dynamics of the process parameters [10].

To implement as a result of the analysis of alternative options (Oracle, Firebird, Interbase, Sybase Adaptive Server Enterprise, MySQL), the industrial database management system (DBMS) MS SQL Server was chosen.

Clustering module. Formally, the task of clustering the statistical data of the beneficiation section can be described as follows. Given a lot of data objects \( I \) (statistics of the state of the section), each of which is characterized by a set of attributes. It is necessary to construct a set of clusters \( C \) and a mapping \( F \) of the set \( I \) onto the set \( C \), i. e. \( F: I \rightarrow C \). The mapping \( F \) defines the data model and is the solution to the problem. The set \( I \) is defined as follows:

\[
I = \{i_1, i_2, \ldots, i_j\},
\]

where \( i_j \) – the investigated object.

Each of the objects is characterized by a set of parameters:

\[
ij = \{xa, xs, xd, xi\}.
\]

Each variable \( xk \) (\( i=\{a, s, d, i\} \)) can take values from some set:

\[
xk = \{vk1, vk2, \ldots\}.
\]

The task of clustering is in building a set:

\[
C = \{c1, c2, \ldots, ck, \ldots, cg\},
\]

where \( ck \) – a cluster containing objects from the set \( I \) that are «similar» to each other:

\[
ck = \{ij, ik | ij \text{ is } I, ik \text{ is } I \text{ and } d(ij, ik) < \sigma\},
\]

where \( \sigma \) – a value that determines the proximity degree for including objects in one cluster; \( d(ij, ik) \) – a proximity measure between objects, which is a distance.

An integral value of \( d(ij, ik) \) is called the distance between the elements \( ij \) and \( ik \), if the following conditions are true:

1) \( d(ij, ik) \geq 0 \), for all \( ij \) \( \in \) \( ik \);
2) \( d(ij, ik) = 0 \), if and only if, when \( ij = ik \);
3) \( d(ij, ik) = d(ik, ij) \);
4) \( d(ij, ik) \leq d(ik, im) + d(ik, im) \).

If the distance \( d(ik, ik) \) is less than some \( \sigma \), then it is possible to say that the elements are close and move to the same cluster. Otherwise, it is believed that the elements are different from each other and they are moved to different clusters. The distances between the objects suggest their representation in the form of points \( m \) of the multidimensional space \( R^m \) (in the case under consideration, \( m=4 \)). As a measure, the Euclidean distance can be used. This distance is calculated as follows:

\[
d(ij, ik) = \sqrt{\sum_{m=1}^{n} (x_{ij} - x_{ik})^2}.
\]

(1)

To give more weight to objects that are more distant from each other, the standard Euclidean distance rises to the square.
To solve the clustering task, the Microsoft Analysis Services package was used, which is part of the Microsoft SQL Server database management system. And also, which allows to store data and perform business analysis at the expense of working with OLAP (OnLine Analytical Processing) and data mining. The package implements the Microsoft Clustering method, which is based on two principal clustering methods: the k-means algorithm (K-Means) and the EM algorithm (Expectation Maximization). Both algorithms belong to the class of so-called non-hierarchical algorithms based on the optimization of some objective function that determines the optimal partition of the data set into groups. The first method, the k-means method, is the hard clustering method. This means that a data point can belong to only one cluster and one probability value is calculated for each data point in this cluster to belong. The second method, Expectation Maximization (EM), is a soft clustering method. This means that a data point always refers to several clusters and the probabilities are calculated for all possible combinations of data points with clusters.

The third block selects from the clusters obtained at the previous stage the data set that will be used for learning the neural network. As a selection criterion, the vector of input parameters of the module belongs to one of the obtained clusters. The minimum distance to the center of the cluster by formula (1) determines this affiliation.

In the fourth block, the unknown state parameter of the beneficiation section is predicted. First, the neural network is learned. As a sample for learning, a data point with clusters.

The use of a neural network model involves an a priori classification of system states (beneficiation process) into a finite number of options [16, 17]. Each state is associated with a set of corrective actions that provide for specific changes in control parameters. The value of the output vectors Y is used as the main classification criterion. To determine the current state of the process, the output of the neural network model is compared with the vector systems stored in the information database that determine the state of the beneficiation process.
7. SWOT analysis of research results

Strengths. A conceptual integrated classification model has been developed for indirectly determining the input parameters of the beneficiation section. The relationships between the individual elements of the constructed model are identified and disclosed. This allows to more quickly determine the characteristics of the raw materials supplied to the input of the beneficiation section and, responding to their changes, select the optimal operating modes of the section.

Weaker side can be considered that for learning a neural network requires the accumulation of a certain amount of statistical data on the operation of the beneficiation section. This makes it difficult to use this model for new equipment.

Opportunities. The use of a computer support system for solutions based on the proposed model can increase the efficiency of obtaining input data up to 24 times.

Threats. With the appearance of beneficiation complexes, including measuring equipment for determining the characteristics of raw materials at the inlet of the beneficiation section, the need for the application of the proposed model disappears.

8. Conclusions

1. It is shown that the main purpose of the classifying model of indirectly determining the input parameters of the beneficiation section is in obtaining data on input raw materials based on information about the current state of operation of the beneficiation section. This is done on the basis of a generalized analysis on the coverage of the proposed issues, the problem is in similar existing studies and taking into account the stated general goal of constructing such a model.

2. To achieve the main goal of constructing a classifying model, the main blocks of its construction are identified and disclosed, in particular:
   - «Database»;
   - «Clustering module»;
   - «Cluster selection»;
   - «Neural network prediction».

3. A formalized description of the relationships between the individual elements of the model is proposed. The combination of clustering methods reduces the load on the hardware because the scalable maximize wait method uses a local buffer. And iterations with viewing all the data work faster and this algorithm uses the processor cache much better than the unscaled method of maximizing the wait. The presented forecasting algorithm, based on a combination of clustering methods and the use of a predictive neural network, allows the specialist to more quickly receive recommendations for making decisions regarding the behavior of the object compared to obtaining laboratory test data.
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