1. Introduction

Discrete dynamic models of controlled systems represent an important class of mathematical models both theoretically and in practice, which makes it possible to cover a very wide range of real objects. Among optimal control problems, an important place is occupied by optimal control problems described by discrete multidimensional and, in particular, two-parameter systems. Many real processes are described by multivariate and, in particular, two-parameter systems [1–3].

Discrete two-parameter systems are sometimes also called discrete 2-D systems [4–6]. Starting from the 70s of the XX century, various aspects of optimal control problems for discrete two-parameter systems have been intensively studied [7–9].

A number of image processing models in the state space are described by difference equations, which are a difference analogue of a system of second-order hyperbolic equations with Goursat – Darboux boundary conditions [10]. Such models are called Fornasini-Marquezini systems [11, 12]. Similar models are also used in the probabilistic description of images [13]. A number of optimal control problems for discrete two-parameter systems were studied, for example, in [14]. Therefore, the study of various discrete optimal control problems is relevant.

Thus, the object of research is the linear optimal control problem described by discrete two-parameter systems under the assumption that the controlled process is stepwise. The considered difference system of equations is a discrete analogue of a linear hyperbolic equation with Goursat boundary conditions. Moreover, it is considered that the minimized, terminal type, functional is non-smooth. And the aim of research is finding sufficient and necessary conditions under various conditions of optimality.

2. Methods of research

Let’s consider the minimum functional of the terminal functional:
\[ S(u) = \sum_{i=1}^{n} \Phi_i(z_i(t, X)) \]  

under restrictions:

\[ u_i(t, x) \in U_i \subset R^n, \quad (t, x) \in D_i, \quad i = 1, 2, \]

\[ z_i(t+1, x+1) = A_i(t, x) z_i(t, x) + B_i(t, x) z_i(t, 1, x) + \]

\[ + C_i(t, x) z_i(t, 1, x) + f_i(t, x, u_i(t, x)), \quad i = 1, 2, \]

\[ z_i(t, x_0) = a_i(x), \quad x = x_0, x_0 + 1, \ldots, X, \]

\[ z_i(t, x_0) = b_i(t), \quad t = t_0, t_0 + 1, \ldots, t_2, \quad a_i(x_0) = b_i(t_0), \]

\[ \beta_i(t) = G_i(x_0) z_i(t, x_0), \]

where \( \Phi_i(z_i), i = 1, 2 \) – the specified scalar functions having derivatives in directions up to the second order inclusive; \( A_i(t, x), B_i(t, x), C_i(t, x), \quad i = 1, 2 \) – given, \( (n \times n_i) \), \( i = 1, 2 \)-dimensional matrix functions, respectively; \( f_i(t, x, u_i), i = 1, 2 \) – given, \( n_i, i = 1, 2 \)-dimensional vector functions continuous in the totality of \( \gamma \); \( G_i(x) \) – given discrete matrix function; \( \alpha_i(x), \beta_i(t), \beta_i(t) \) – given discrete vector functions of the corresponding dimensions; \( U_i, i = 1, 2 \) – given nonempty and bounded sets; \( u_i(t, x), i = 1, 2 \) – \( r_i \)-dimensional discrete vector functions; \( \Phi_i(t), i = 1, 2 \) – given scalar functions having derivatives in any direction up to and including second order; \( R^r \) – \( r \)-dimensional linear real space; \( R^r \) – \( r \)-dimensional rectangular; \( t_0, t_1, t_2, x_0, X \) – given parameters.

Let's note that the functions \( \Phi_i(z_i), i = 1, 2 \) are not required to fulfill the Lipschitz condition.

A pair \( u(x, t) = (u_1(t, x), u_2(t, x)) \) with the above properties is called an admissible control, and \((z_1(t, x), z_2(t, x))\) – an admissible state.

Here let's obtain the necessary optimality conditions for the first and second orders in terms of directional derivatives \([15, 16]\). In the case of a linear quality criterion, a necessary and sufficient optimality condition is proved.

### 3. Research results and discussion

#### 3.1. Increment formula and necessary optimality conditions

Let \( u(t, x) = (u_1(t, x), u_2(t, x)) \) be a fixed valid process. Let's denote by \( \hat{\nu}(t, x) = u(t, x) + \Delta u(t, x), \quad \hat{z}(t, x) = z(t, x) + \Delta z(t, x) \) an arbitrary process. Then it is clear that the state \((z_i(t, x))\) increment \( \Delta_z(t, x) \) will be the solution to the following problem:

\[ \Delta_z(t+1, x+1) = A_i(t, x) \Delta_z(t, x) + \]

\[ + B_i(t, x) \Delta_z(t+1, x) + C_i(t, x) \Delta_z(t, x+1) + \]

\[ + \left[ f_i(t, x, \hat{u}(t, x)) - f_i(t, x, u_i(t, x)) \right], \quad i = 1, 2, \]

\[ \Delta_z(t_0, x_0) = 0, \quad x = x_0, x_0 + 1, \ldots, X, \]

\[ \Delta_z(t, x_0) = 0, \quad t = t_0, t_0 + 1, \ldots, t_2, \]

\[ \Delta_z(t, x_0) = G_i(x) \Delta_z(t, x_0), \quad x = x_0, x_0 + 1, \ldots, X, \]

\[ \Delta_z(t, x_0) = 0, \quad t = t_0, t_1, t_1 + 1, \ldots, t_2. \]

By \( R(t, x; \tau, s), i = 1, 2 \) let's denote \((n \times n_i), i = 1, 2 \) matrix function, which is the solution of the matrix difference system:

\[ \Delta_z(t, x) = \sum_{i=1}^{n} \sum_{j=1}^{n_i} R(t, x; \tau, s) \Delta_i(t, x) f_i[t, x], \quad \]
Let’s assume the sets:

\[ f_i(t,x,U) = \{ a_i \in \mathbb{R}^p : \alpha_i = f_i(t,x,v), v \in U \}, \ i = 1, 2. \]  

(14)

convex for all \( (t,x) \).

The special increment of permissible control \( u(t,x) = (u_1(t,x), u_2(t,x))' \) is determined by the formula:

\[
\begin{align*}
\Delta u_1(t,x; \varepsilon) &= v_1(t,x) - u_1(t,x), \ (t,x) \in D_1, \\
\Delta u_2(t,x; \varepsilon) &= 0, \ (t,x) \in D_2,
\end{align*}
\]

(15)

where \( \varepsilon \in [0, 1] \) is an arbitrary number, and \( v_1(t,x) \in U_1, (t,x) \in D_1 \) is an arbitrary admissible control such that:

\[
\Delta v_1(t,x, x; \varepsilon) = \varepsilon \Delta v_1(t,x, x; f_1[t,x]).
\]

(16)

(This is possible due to the convexity of the set (14)).

Let’s denote by \( \Delta \xi(x; \varepsilon) = (\Delta z_1(t,x; \varepsilon), \Delta z_2(t,x; \varepsilon)) \) the special state increment \( z(t,x; \varepsilon) = (z_1(t,x; \varepsilon), z_2(t,x; \varepsilon)) \) corresponding to the control increment (15).

From the representations (13) it is clear that:

\[
\begin{align*}
\Delta z_1(t,x; \varepsilon) &= \varepsilon \sum_{\tau \in T} \sum_{x_0 = x} R_1(t,x; t,x) \Delta \xi_{\tau(x)} f_1[t,x], \\
\Delta z_2(t,x; \varepsilon) &= \varepsilon \sum_{\tau \in T} \sum_{x_0 = x} \Omega_1(t,x; t,x) \Delta \xi_{\tau(x)} f_1[t,x].
\end{align*}
\]

Assuming that:

\[
\begin{align*}
\xi_1(v_1) &= \sum_{\tau \in T} \sum_{x_0 = x} R_1(t,x; t,x) \Delta \xi_{\tau(x)} f_1[t,x], \\
\xi_2(v_2) &= \sum_{\tau \in T} \sum_{x_0 = x} \Omega_1(t,x; t,x) \Delta \xi_{\tau(x)} f_1[t,x].
\end{align*}
\]

Let’s calculate the special increment of the quality functional taking into account the expressions for \( \xi_i(v_i) \), \( i = 1, 2 \):

\[
\Delta S_i(u(t,x)) = S(u(t,x) + \Delta u(t,x; \varepsilon)) - S(u(t,x)) =
\]

\[
= \sum_{i = 1}^2 \left[ \Phi_i(z_i(t,x) + \Delta z_i(t,x; \varepsilon)) - \Phi_i(z_i(t,x)) \right] =
\]

\[
= \left[ \Phi_1(z_1(t,x) + \varepsilon \xi_1(v_1)) - \Phi_1(z_1(t,x)) \right] +
\]

\[
+ \left[ \Phi_2(z_2(t,x) + \varepsilon \xi_2(v_2)) - \Phi_2(z_2(t,x)) \right].
\]

Hence, taking into account the works, for example, [15, 16]:

\[
\Delta S_i(u(t,x)) =
\]

\[
= \sum_{i = 1}^2 \frac{\partial \Phi_i(z_i(t,x))}{\partial \xi_i(v_i)} \varepsilon + \sum_{i = 1}^2 \frac{\partial^2 \Phi_i(z_i(t,x))}{\partial \xi_i^2(v_i)} \varepsilon^2 + o(\varepsilon^2). \]  

(17)

From the expansion (17) it immediately follows that:

\[
\sum_{i = 1}^2 \frac{\partial \Phi_i(z_i(t,x))}{\partial \xi_i(v_i)} \equiv 0.
\]

(18)

Further, by analogy with (15):

\[
\begin{align*}
\Delta u_1(t,x; \mu) &= 0, \ (t,x) \in D_1, \\
\Delta u_2(t,x; \mu) &= v_2(t,x; \mu) - u_2(t,x), \ (t,x) \in D_2,
\end{align*}
\]

(19)

where \( \mu \in [0, 1] \) is an arbitrary number, and \( v_2(t,x; \mu) \in U_2, (t,x) \in D_1 \) is an arbitrary number is such that:

\[
\Delta v_2(t,x; \mu) = \mu \Delta v_1(t,x; f_2[t,x]).
\]

(20)

Let’s denote by \( \Delta \xi(t,x; \mu) = (\Delta z_1(t,x; \mu), \Delta z_2(t,x; \mu)) \) the special state increment \( z(t,x; \mu) = (z_1(t,x; \mu), z_2(t,x; \mu)) \). From the representations (9), (12) it is clear that:

\[
\begin{align*}
\Delta z_1(t,x; \mu) &= 0, \ (t,x) \in D_1 \cup (t,x), \\
\Delta z_2(t,x; \mu) &= \mu \sum_{i = 1}^2 \sum_{x_0 = x} R_1(t,x; t,s) \Delta \xi_{\tau(x)} f_1[t,s].
\end{align*}
\]

Assuming that:

\[
\iota_i(v_i) = \sum_{i = 1}^2 \sum_{x_0 = x} R_1(t,x; t,s) \Delta \xi_{\tau(x)} f_1[t,s],
\]

and calculate the special increment of the quality criterion:

\[
\Delta S_i(v(t,x)) = S(u(t,x) + \Delta u(t,x; \mu)) - S(u(t,x)) =
\]

\[
= \Phi_1(z_1(t,x)) + \Delta z_1(t,x; \mu) - \Phi_1(z_1(t,x)) =
\]

\[
= \Phi_1(z_1(t,x)) + \mu \iota_1(v_1) - \Phi_1(z_1(t,x)) =
\]

\[
= \mu \frac{\partial \Phi_1(z_1(t,x))}{\partial \iota_1(v_1)} + \frac{\mu^2}{2} \frac{\partial^2 \Phi_1(z_1(t,x))}{\partial \iota_1^2(v_1)} + o(\mu^2). \]

(22)

For sufficiently small, it follows from expansion (22) that along the optimal process \( u(t,x), z(t,x) \):

\[
\frac{\partial \Phi_1(z_1(t,x))}{\partial \iota_1(v_1)} \equiv 0.
\]

(23)

Let’s state the result:

**Theorem 1.** If the sets (14) are convex, then for the optimality of the admissible control \( u(t,x) = (u_1(t,x), u_2(t,x)) \) in problem (6)–(9) it is necessary that relations (18), (23) hold for all \( v_1(t,x) \in U_1, (t,x) \in D_1 \) and \( v_2(t,x) \in U_2, (t,x) \in D_2 \), respectively.

Let’s give the concept of special control in the problem under consideration.

**Definition 1.** Let’s call an admissible control \( u(t,x) = (u_1(t,x), u_2(t,x)) \) a special first-order control in problem (1)–(5) if, for all \( v_1(t,x) \in U_1, (t,x) \in D_1 \) and \( v_2(t,x) \in U_2, (t,x) \in D_2 \), the relations are performed:

\[
\sum_{i = 1}^2 \frac{\partial \Phi_i(z_i(t,x))}{\partial \iota_i(v_i)} \equiv 0, \quad \frac{\partial \Phi_2(z_2(t,x))}{\partial \iota_2(v_2)} = 0.
\]

(24)

When conditions (24) are satisfied, it follows from expansions (17), (22), respectively, that:

\[
\sum_{i = 1}^2 \frac{\partial \Phi_i(z_i(t,x))}{\partial \iota_i(v_i)} \equiv 0.
\]

(25)
\[ \frac{\partial^2 \Phi_i(z_i(t,x))}{\partial \theta^2(v_i)} \geq 0. \]  

**Theorem 2.** For optimality of a special, first-order control \( u(t,x) = [u_i(t,x), u_i(t,x)] \) in problem (1)–(4) in the case of convexity of set (14), it is necessary that inequalities (23), (26) hold for all \( v_i(t,x) \in U_i, (t,x) \in D_i \) and \( v_j(t,x) \in U_j, (t,x) \in D_j \), respectively.

Inequalities (25), (26) are necessary conditions for second-order optimality in terms of directional derivatives.

### 3.2. A necessary and sufficient optimality condition

Let's suppose that in problem (5), (6) the minimized functional is linear, i.e.:  

\[ S(u) = \sum_{i=1}^{n} g_i' z_i(t,x), \]  

where \( i = 1, 2 \) are given, \( n_i, i = 1, 2 \)-dimensional, respectively, constant vectors.

In this case, the increment of the quality criterion (27) is written in the form:

\[ \Delta S(u) = \sum_{i=1}^{n} g_i' \Delta z_i(t,x). \]  

Taking into account the representations (9)–(12), from here let's have:

\[ \Delta S(u) = \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} g_i R_i(t,x) \Delta z_i(t,x)f_i(t,x) + \]

\[ + \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} g_i \Omega(t,x) \Delta z_i(t,x)f_i(t,x) + \]

\[ + \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} g_i R_i(t,x) \Delta z_i(t,x)f_i(t,x) = \]

\[ = \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} \left[ g_i R_i(t,x) f_i(t,x) + g_i \Omega(t,x) f_i(t,x) \right] \Delta z_i(t,x) + \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} g_i R_i(t,x) f_i(t,x) \Delta z_i(t,x). \]

Assuming that:

\[ H_i(t,x,u_i,\psi_i) = \psi_i f_i(t,x,\psi_i), \quad i = 1, 2, \]

\[ \psi_1(t,x) = -R'_{1}(t,x)g_1 - \Omega_{1}(t,x)g_2, \]

\[ \psi_2(t,x) = -R'_{2}(t,x)g_2. \]  

Then the increment formula is written as:

\[ \Delta S(u) = \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} \Delta z_i(t,x) H_i(t,x,z_i(t,x),u_i(t,x),\psi_i(t,x)) - \]

\[ - \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} \Delta z_i(t,x) H_i(t,x,z_i(t,x),u_i(t,x),\psi_i(t,x)). \]  

Using the increment formula (29) by arguments similar to those from [14], it is proved.

**Theorem 3.** For the optimality of the admissible control \( (u_i(t,x), z_i(t,x)) \) in problem (1)–(4), (27), it is necessary and sufficient that the inequality:

\[ \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} \Delta z_i(t,x) H_i(t,x,z_i(t,x),u_i(t,x),\psi_i(t,x)) \leq 0, \]

\[ \sum_{i=1}^{n} \sum_{x_i \in \mathbb{R}_i} \Delta z_i(t,x) H_i(t,x,z_i(t,x),u_i(t,x),\psi_i(t,x)) \leq 0, \]  

are performed accordingly for all \( v_i(t,x) \in U_i, (t,x) \in D_i, \) \( v_j(t,x) \in U_j, (t,x) \in D_j \).

### 4. Conclusions

In the present paper, let's consider the case of degeneracy of the obtained necessary optimality condition and establish the necessary second-order optimality conditions in terms of directional derivatives.

A necessary and sufficient optimality condition is obtained. And also, assuming the linearity of the quality functional, the necessary and sufficient optimality condition in the form of a discrete maximum condition is proved.

The results of the work can find application in various fields of the modern theory of optimal control, as well as in the study of specific problems of optimal control.
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