DEVELOPMENT OF A METHODOLOGY FOR ASSESSING RELIABILITY OF DATABASES USED IN RADIO NETWORK MANagements

Currently, the information infrastructure of modern enterprises and organizations is becoming more and more distributed. The level of managerial decisions made, control and management of information resources requires increasing decentralization [1–3]. The structure of modern organizations is a branched scheme, which includes dozens of geographically separated units, the functioning of which without each other is often impossible at all. Moreover, the quality of functioning of such a complex, corporate system largely depends on the use of the latest information technologies in its activities.

The main problem in the automation of distributed systems is the organization of processing distributed data. The use of data replication technology [4–6] is an important step in the successful work of the organization. The introduction of this technology ensures guaranteed delivery, timeliness and integrity of the transmitted data.

Currently, the development of new approaches to assessing the reliability of databases is relevant. Since this requires:

– the rapid introduction of automated control systems at the beginning of the twentieth century [7–9];
– the emergence, development and dissemination of complex systems with components such as hardware, software, communication tools and people [10];

Thus, the object of research is the process of automation control in distributed systems and the organization of processing distributed data. And the aim of research is development of a methodology to increase the functional reliability of databases of information-analytical systems by the method of data replication, providing for their duplication in different nodes of the information-analytical system.
2. Methods of research

When conducting research, the following scientific methods were used:
- scientific analysis method;
- generalization method;
- comparison method;
- modeling method;
- forecasting method.

The main purpose of using these methods in research is providing the ability to process data of any structure and complexity.

This approach allows to process and analyze data without reference to their presentation and territorial location. Rapid data output for management decisions by relevant officials.

The forecasting task is in finds in the relationship between the date and resource parameters obtained from the database of the specified structure, based on the analysis of previously obtained data. The dynamics of changes in the produced capacity can be characterized with respect to some basic (usually the first) observation and the magnitude of the change in neighboring levels. The following quantities are used as statistical characteristics of the time series $Y_i$, $i=1...n$ arithmetic mean $Y = \frac{1}{N} \sum_{i=1}^{N} Y_i$,

$$Y = \frac{Y_i - Y_{i-1}}{N-1},$$

where $N$ – the number of levels of the series; $Y_i$ – the levels of the series [12].

In accordance with the method of checking the materiality of the difference in the average indicators, the initial time series is decomposed into two identical (or almost identical) parts, after which the hypothesis of the materiality of the difference in the average values for the indicated parts is checked. The disadvantage of this method is the inability to correctly determine the presence of a trend in the case when the time series contains a point of trend change in the region of the middle of the series [12].

The lack of trend hypothesis is checked using auxiliary functions:

$$L = \sum_{i=2}^{N} (I_i - U_i - V_i),$$

$$u_i = \begin{cases} 1, & Y < Y_{i-1}; \\ 0, & Y = Y_{i-1}; \\ 1, & Y > Y_{i-1}; \\ \end{cases} \quad v_i = \begin{cases} 1, & Y = Y_{i-1}; \\ 0, & Y < Y_{i-1}; \end{cases}$$

The hypothesis of the absence of a trend is not accepted if the calculated $t$-value is greater than the tabulated value at the selected significance level of 0.95.

Checking data homogeneity is based on the Irwin criterion, which is based on a comparison of adjacent values of the series. In accordance with it, the characteristic $t$ is calculated:

$$t = \frac{Y_i - Y_{i-1}}{Y}.$$

The assessment of the properties is reduced to the study of the autocorrelation function of the initial and difference series. Autocorrelation analysis is performed using a graph and critical values of the coefficients established by experts.

3. Research results and discussion

Since the information and analytical system should understand the interconnected set of information resources, human intelligence, modern means of informatization and information and telecommunication technologies, these resources are combined into telecommunication and computer networks. They are also based on in-depth analysis, widespread use of information and analytical systems for decision support, electronic document management and paperwork and are intended to combine advanced information technologies [13].

Accordingly, the functional reliability of information-analytical systems is understood to mean their ability to provide a certain level of performance when performing certain functions. Effective information and intellectual (analytical) support of geographically distributed, but functionally interconnected groups of officials in the process of developing managerial decisions.

Data replication provides for their duplication in different nodes of the information-analytical system. Moreover, any database (DB) is local (both for the database management system (DBMS) and for the user working with it). That is, data is always located locally on a specific network node, where it is processed, and all transactions in the system are processed and completed locally. The effectiveness of data replication technology in a distributed system depends on what operations should be performed on the system.

Any information-analytical system (IAS) $S_{IAS}$ is described by a relation of the type:

$$S_{IAS} \leq T + D + P + U,$$

where $T$ – the set of technical means of the information-analytical system; $D$ – set of system databases; $P$ – set of system software; $U$ – set of users of the system.

The database is an essential component of IAS and the effective implementation of almost all system functions depends on its reliable functioning.

The use of database replication allows to bring several databases with the same structure into the same consistent state, which is accompanied by a mutual introduction of changes.

In [14, 15], replication is defined as the process of generating and reproducing multiple copies of data hosted on one or more sites. In [1], DBMS data replication is understood as bringing the databases functioning in a distributed environment up to date by identifying the changed data, transferring and applying these changes to the recipient database.

The simplest model for assessing the reliability of replicating IAS databases can be represented as a renewable system with a limited amount of spare parts (in this case, database replicas).

Consider a hot standby database system that undergoes a Poisson failure flow with intensity $\lambda$.

The specified system has $n$ local copies, that is, replicas of the database, as well as files of changes made (local transaction logs).

In the simplest case, replica recovery is performed using the standard version of the database, and their further update is generated based on the corresponding electronic local change log.
We assume that the time required to restore some database replica using the reference version is much higher than the considered operating interval. Since it is required to transfer large amounts of data (a full copy of the reference database), as well as to make them updated.

In this case, the reliability of the database is determined by the probability that the available number of its replicas is enough to ensure stable operation of the system in the time interval (0, t). Since, in case of failure of any replica of the database, the requests will be redirected to one of the replicas that remained in working condition.

It is advisable to evaluate the reliability of the IAS database as the probability that on the interval (0, t) the number of database replica failures will be no more than (n − 1), which is calculated by the formula:

\[ P_{\text{fail}}(t) = \sum_{k=0}^{n-1} P_k(t) = e^{-\lambda t} \sum_{k=0}^{n-1} \frac{(\lambda t)^k}{k!}. \]  

(2)

The indicated value can be taken as an estimate of the probability of failure-free operation of a system with «hot» redundancy, which contains n replicate IAS data-bases at time t.

Having designated through \( P_{\text{DB}}(t) \) the DB reliability level, it is required as part of IAS, it is possible to determine the number \( n^* \) of DB replicas, it is required for its operation with the reliability level \( P_{\text{DB}} \) for time t, taking into account expression (2) by the formula:

\[ n^* = \arg \min_{n \geq 1} \left\{ \sum_{k=0}^{n-1} \frac{(\lambda t)^k}{k!} \geq P_{\text{DB}} \right\}. \]

(3)

Let’s consider a much more complicated, but rather real situation, when in the geographically distributed data processing nodes of the IAS, a local backup of the database replica states is performed at some a priori specified time intervals.

At this time, it is assumed that the sequence of taking backups (i. e. points) as a whole for the entire system is synchronized.

In this case, each of the database replicas is restored from its last local backup (LB), and then it is updated in accordance with the local change log.

Further construction of models designed to assess the reliability characteristics of the system under consideration will be based on the formalization of finite Markov chains [16].

Consider the following system conditions:

- \( S_0 \) – in the system, all database replicas are functioning and available;
- \( S_1 \) – one of the replicas is in a state of failure (inoperative), it is restored using the corresponding local LB;
- \( S_2 \) – two replicas in a failed state;
- \( S_3 \) – all available replicas of the IAS database are in a state of failure, they are being restored. It is in this case that it is possible to talk about the failure of the entire IAS database, since none of the replicas will be functional and accessible for users.

As before, let’s assume that the system undergoes a Poisson failure flow with intensity \( \lambda \), and each of the replicas is restored with intensity \( \mu \).

The indicated process of state transitions of a complex system is known as the Markov chain of «death-reproduction» [17].

Let’s also consider the reduced failure flow rate, which is determined by:

\[ \rho = \frac{\lambda}{\mu}. \]

(4)

The basic model for calculating the reliability of the IAS database for a graph is determined through the so-called final probabilities of system states according to the Erlang formula [18], taking into account that \( \mu_1 = \mu, \mu_2 = 2\mu, \mu_3 = 3\mu, \ldots, \mu_n = n\mu \):

\[ p_n = \frac{1}{n!} \frac{p_0}{1!} \frac{p_0}{2!} \frac{p_0}{3!} \ldots \frac{p_0}{n!}; \]

\[ p_1 = \rho p_0; \]

\[ p_2 = \rho^2 p_0; \]

\[ p_3 = \rho^3 p_0; \]

\[ \ldots; \]

\[ p_n = \frac{\rho^n}{n!} p_0; \]

\[ \sum p_i = 1. \]

The probability of failure-free operation of the considered algorithm for the functioning of the IAS database is calculated using the system of equations (4), which describes the final probabilities of all possible states of the system in the framework of this model:

\[ Q_{\text{fail}} = 1 - p_n = 1 - \frac{\rho^n}{n!} p_0. \]

Thus, this technique allows:

- to bring several databases with the same structure into the same consistent state, which is accompanied by mutual changes;
- to get a fairly adequate assessment of such important indicators of the reliability of the IAS database;
- to provide a high probability of failure-free operation and the likelihood of working with a performance not lower than a given distributed IAS database.

4. Conclusions

During the study, experimental results were obtained, on the basis of which it is possible to significantly increase the level of functional reliability of IAS databases. It has also become possible to reduce the processing time and synchronization of distributed IAS data.

The research results will be useful in calculating the functional reliability of distributed IAS databases, information and telecommunication networks.

It is proposed to use this methodology when building large arrays of distributed databases in information networks built on modern wireless radio technologies.
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