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ANALYSIS OF THE USE OF THE 
REDIS IN THE DISTRIBUTED ORDER 
PROCESSING SYSTEM IN THE 
RESTAURANT NETWORK

The object of research is a distributed order processing system for a restaurant chain. The subject of the research 
is the analysis of the use of Redis for managing event queues in distributed systems.

When implementing a distributed order processing system in a restaurant chain with a possible load of up to 
20,000 users per day, the Redis system was used. Management of 9 distributed subsystems was organized through 
Redis. This solution showed an increase in the performance of the system under heavy load (from 50 transactions 
per second), but the response time of the system in some cases of its operation was longer than without using Redis. 
When working systems using Redis, it is necessary to take into account the amount of data with which Redis will 
work, since it does not exceed the amount of RAM, the absence of differentiation into users and groups, and the 
absence of a query language, which is replaced by a key-value scheme.

This research is aimed at analyzing the operation of the system during trial operation under real load. We com-
pared the operation of a configured system with Redis enabled and disabled. The main indicators for the analysis 
were the system response time and the maximum request execution time. The research was carried out for 2 weeks, 
the first week using the system settings with disabled Redis, the second – with enabled Redis. We selected 2 days 
with a similar load on the system to each other. Especially indicative are the results of comparing the durations of 
the longest queries, which show an almost constant value of the duration for the system in the mode of enabled 
Redis. The hypothesis of an increase in the system response time at low loads was confirmed, but this value not 
only leveled off at a load of 500 unique users but also became less at loads of 1000 unique users.

Keywords: microservice, service-oriented architecture, order processing, Redis, software development, software 
engineering.
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1.  Introduction

The Redis system (from Redis Labs) was used to imple-
ment a distributed order processing system in the restaurant 
chain, which has more than 20 establishments, and the load 
on network services ranges from 15 to 20 thousand users 
per day. Redis organizes event storage using an immutable 
mechanism  [1]. An immutable mechanism is an analog of  
a transaction log that only supports the addition of new data 
to existing data, but not the modification of existing ones.

The implemented order processing system uses 9 dis-
tributed services, the operation of which is regulated by 
Redis  [2]. Management is implemented on the frontend 
in the form of a library, which makes requests for keys 
directly to the desired servers, which work only with lo-
cal data. The method of secure access was used to work 
with databases  [3].

When implementing the updated system at the testing 
stage, this solution showed an increase in the speed of the 

system under heavy load (from 50 transactions per second), 
but the response time of the system in some cases was 
longer than the previous solution.

This may be due to the increased response time of 
the system, as additional resources are spent on marshal-
ling and unmarshalling. Marshaling means the process of 
converting an object into a special data format for storage 
or transmission  [1].

The relevance of the research is due to the popula
rity of the functionality Redis in online systems, but the 
use of Redis in distributed systems with a microservice 
architecture requires a comprehensive analysis for each 
individual implementation.

The object of research is a distributed order processing 
system of a restaurant chain, and the subject of research is 
the analysis of the use of Redis to manage event queues 
in distributed systems. The aim of research is to analyze 
the work distributed order processing system during ex-
perimental operation under real load. It is planned to 
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compare the performance of the configured network with  
the Redis system on and off. The main indicator will be  
the response time of the system and the maximum execu-
tion time of the request.

2.  Methods of research

The peculiarity of the implemented solution is the divi-
sion of the system into 9 separate subsystems (services), 
each of which is responsible for a separate range of func-
tions (Fig.  1). The separation of subsystem functions took 
place according to the paradigms of system development 
based on microservices  [4–6].

When a customer, product or order is created/dele
ted, the event must be transmitted asynchronously  [7, 8]  
to CRM  (Customer relationship management) using 
RESP  (Redis Serialization Protocol) to manage interac-
tion with current and potential customers  [9, 10]. In the 
implemented structure, the CRM service can be started 
and stopped at runtime without any impact on other micro
services. This means that all messages sent to the CRM 
during downtime are pinned for processing.

According to the developed architecture of the distributed 
order processing system, the client gets access only to the 
API, which determines which service to transfer data for 
processing. In Fig. 1 dotted line indicates data transfer via 
RESP, other data transmissions are conducted via HTTP.

Using Redis in the API subsystem reduces the number 
of database queries (DB), but requires constant conversion 
of data to types supported by Redis  [1, 9]:

–	 strings (implemented using the library of dynamic 
strings C);
–	 lists (implemented as linked lists);
–	 sets and hashes (implemented as hash tables);
–	 ordered sets (implemented as lists with spaces – 
a  special type of balanced trees).

The main advantages of using Redis, which led to its 
choice, include:

1)  possibility of a delay of up to milliseconds. Redis 
supports response time in milliseconds. Storing data in 
memory can read data faster than disk-based databases;

2)  ease of use by developers. Redis is syntactically 
easy to use and requires a minimum amount of code to 
integrate into the program;

3)  data splitting between nodes. This allows to scale 
the system and process more data as the number of re-
quests increases;

4)  support for a wide range of programming languages. 
Has many open source clients available to developers. Sup-
ported languages include Java, Python, PHP, C, C++, C#, 
JavaScript, Node.js, Ruby, Go and many more;

5)  advanced data structures. Redis supports rows, lists, 
sets, sorted sets, hashes, bits and hyperlog logs;

6)  multi-threaded architecture. Because the cache is 
multithreaded, it can use multiple processing cores. This 
means that it is possible to process more operations by 
increasing computing power;

7)  ability to take snapshots of the system. With Redis, 
it is possible to save data to a snapshot disk that it is 
possible to use for backup or recovery;

8)  replication. Redis allows to create multiple copies 
of the main Redis. This allows to scale database readings 
and create highly accessible clusters;

9)  geospatial support. Redis has specially designed 
teams to work with real-time geospatial data. It is possible 
to perform operations such as searching for the distance 
between two elements (for example, people or places) and 
searching for all elements at a certain distance from a point.

The main costs of microservices, which they bear in 
connection with the use of Redis, can be divided into 
the following groups:

1)  CPU resource consumption 
for marshalling and unmarshalling. 
The application, when accessing 
the cache, should «marshalize» 
data and request. The cache must 
unmarchalize this data, determine 
what the request is, process, and 
marshalize the response. The same 
marshaling and unmarshalling op-
erations will take place when the 
application interacts with the da-
tabase. Studies, which are covered 
in  [1, 9, 10] show that marshal-
ling and unmarshalling increase the 
load on the processor by 80–85 %;

2)  excessive reading and writ-
ing time. This is due to cases where 
the application reads more data 
from the cache than necessary. Ac-
cording to a research  [9], if the 
record contains only 10  % of the 
required information, then spend 
46  % more CPU resources and 
86 % more network resources than 
is really necessary;

3)  network delays. The system 
wastes time on constant remote ac-
cess to the cache and databases of 
services, as well as on the transfer  
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Fig. 1. The architecture of the developed system of order processing of the restaurant chain
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of the required amount of data in the request-response, 
especially in combination with unnecessary readings. These 
losses increase in direct proportion to how many cache 
and database calls are needed to service a single request 
from the customer.

Given the shortcomings presented, it is possible to 
determine the main requirements for system performance 
in the analysis:

–	 analysis of the system with on and off Redis should 
be subject to similar loads;
–	 load in the system must be determined both by the 
number of unique users and by the number of transac-
tions they create;
–	 the main parameters for analysis are the response 
time of the system and the maximum execution time 
of the request.
Since most of the workload falls on memcache and 

its connection to applied logic, the industry has recently 
focused most of its efforts on optimizing the cache and 
communication with it. 

Redis try to reduce excessive readings by supporting 
the data structure on the memcache side, which allows to 
select not all values under lock and key, but only part [9].

It was determined that most of the problems arise pre-
cisely because of the remoteness of the required data from 
the applications. And so it is possible to solve problems 
simply by transferring data to our logic. Thus, a system 
with microservice management is implemented as of  [10].

Due to the distributed architecture of the system, the stan-
dard metrics for evaluating the use of resources (CPU, RAM)  
do not provide sufficient information on the quality of the 
implemented solution. That is why it is possible to choose 
work shifts with a similar load and analyze the response 
time of the system and the maximum execution time of the  
request throughout.

To simplify the visualization of the analysis results, it 
was decided to group the data by hours. 

To analyze the operation of the system in similar operat-
ing conditions, it was decided to use statistics of working 
days with similar input conditions. The similarity of the 
system load for the restaurant chain under analysis was 
determined by the difference in the number of unique 
users. The average difference with the grouping by hours 
within the work shift should not exceed 50, and the total 
difference within the work shift should not exceed 300. 
The second parameter of similarity is the difference in the 
intensity of transactions. This parameter is calculated as 
the average of the difference between the average values 
of the number of transactions per second with the group-
ing by hours should. This parameter should not exceed 5.

3.  Research results and discussion

The research was conducted for 2 weeks, in the first 
week the system settings were used with Redis disabled, 
the second – with Redis enabled. 2 days with a similar 
load on the system were selected. The data in Tables 1, 2,  
which are visualized in the graphs of Fig.  2 and Fig.  3 
prove the similarity of the selected days. The average 
difference with the grouping by hours within the work 
shift is equal to – 15 (on average, 15  users more per 
day of the system with Redis enabled). The total diffe
rence within the work shift is –261 (261 users more per 
day with Redis enabled). The difference in transaction 

intensity was –2.55. These indicators and the similarity 
of the system load schedules confirm the correctness of 
the selected operating changes to compare the system 
operation in different configuration modes.

Table 1

Comparison of the average number of simultaneous unique users  
with grouping by hours of work shift

Time
The average number of simultaneous unique users

at Redis Off at Redis On

6:00 204 220

7:00 226 196

8:00 202 217

9:00 429 480

10:00 649 726

11:00 642 734

12:00 841 814

13:00 934 1011

14:00 1075 1128

15:00 1087 1142

16:00 1075 1154

17:00 1193 1213

18:00 1180 1226

19:00 1310 1240

20:00 1338 1214

21:00 1015 945

22:00 904 935

23:00 499 468

Table 2

Comparison of the average number of transactions per second  
with grouping by hours of work shift

Time
Average number of transactions per second

at Redis Off at Redis On

6:00 29.56 28.92

7:00 29.63 29.09

8:00 29.48 28.84

9:00 29.63 29.99

10:00 30.88 32.24

11:00 32.33 34.69

12:00 35.08 35.44

13:00 36.33 35.69

14:00 36.58 35.74

15:00 35.93 36.09

16:00 33.28 38.74

17:00 32.83 38.49

18:00 31.08 37.64

19:00 32.83 38.39

20:00 35.38 42.94

21:00 41.43 44.99

22:00 36.38 41.94

23:00 29.33 33.99
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The results of comparing the average value of the re-
sponse time (Table 3 and Fig. 4) and the maximum dura-
tion of the longest queries (Table 4 and Fig. 5) showed 
the need to use a system with Redis enabled.

Particularly significant are the results of comparing the 
values of the longest request duration, as shown by the 
virtually unchanged value of the request duration for the 

system in the Redis mode (Fig. 5). The 
hypothesis of increasing the response time 
of the system at low loads was confirmed, 
but this value not only equalized at a load 
of 500 unique users, but also decreased 
at loads from 1000 unique users.

Table 3

Comparison of the average value of the response 
time with grouping by hours of work shift

Time
Response time, p

at Redis Off at Redis On

6:00 0.021 0.091

7:00 0.023 0.092

8:00 0.026 0.093

9:00 0.032 0.094

10:00 0.092 0.107

11:00 0.112 0.108

12:00 0.099 0.109

13:00 0.120 0.125

14:00 0.182 0.132

15:00 0.283 0.137

16:00 0.355 0.144

17:00 0.333 0.135

18:00 0.370 0.137

19:00 0.366 0.123

20:00 0.248 0.095

21:00 0.121 0.083

22:00 0.059 0.081

23:00 0.027 0.080

This research was conducted without taking into ac-
count the settings of Redis, which would take into account 
the frequency of queries to the tables of the database of 
microservices. Implementing these settings can affect the 
duration of queries. This will require separate monitoring 
of the execution time of data queries, which with Redis 
can limit the number of queries to the database.
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Fig. 2. Graphs of the average number of simultaneous unique users per work shift

Fig. 3. Graphs of the average number of transactions per second per work shift
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Fig. 4. Graphs of the average value of the response time with grouping by hours
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Further research involves finding the optimal setting 
Redis for work with ultrahigh loading.

4.  Conclusions

A research of the use of Redis to manage queues in 
a  distributed order processing system in a restaurant chain 
showed the reasons for the main cost of hardware resources 
by microservices. The main CPU costs are marshaling and 
unmarshalling, excessive read and write time, network delays.

The results of comparing the average response time and 
the maximum duration of the longest queries showed the 
need to use a system with Redis enabled. The system re-
sponse time affects the time of the first system response 
to start generating response data, which affects the page 
load speed. The execution time of the longest queries shows 
not only the tendency to increase the processing time of 
queries at high load on the system but also reports the 
need to increase hardware resources for servers database 
management systems (DBMS) in systems without Redis.

The research confirmed the hypothesis of a greater va
lue of the system response time at low loads (91–94 milli
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Fig. 5. Graphs of the values of the longest queries with grouping by hours

Table 4
Comparison of the duration of the longest queries

Time
The longest request, ms

at Redis Off at Redis On

6:00 6.02 2.14

7:00 6.68 2.16

8:00 7.49 2.19

9:00 11.50 2.22

10:00 44.54 3.43

11:00 64.71 3.47

12:00 57.59 3.51

13:00 60.33 4.04

14:00 61.27 4.24

15:00 64.18 5.11

16:00 65.31 5.08

17:00 61.33 4.77

18:00 54.58 4.82

19:00 22.43 4.34

20:00 15.23 3.36

21:00 7.45 2.92

22:00 7.09 2.17

23:00 6.18 2.11

seconds with the Redis system on and 
21–26 milliseconds when the Redis system 
is disabled). On loads of 1000 unique users,  
the system response time with Redis en-
abled is less than 2–3 times the response 
time when Redis is off. When the Re-
dis system is enabled, the response time 
is 123–144 milliseconds, with the Redis 
system 283 disabled 283–370 milliseconds.

The results of comparing the values of the 
longest duration of queries show an almost 
unchanged value for the system in the Redis 
mode (3.43–5.11 ms) against abrupt change 
with Redis disabled (44.54–65.31  ms).
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