A THEORETICALLY PROPOSED ALGORITHM IN A DECISION TREE FORMAT FOR CHOOSING AN EFFICIENT STORAGE TYPE OF LARGE DATASETS

The object of research is methods and approaches to improve storage efficiency and optimize access to large amounts of data. The importance of this study consists in the wide dissemination of big data and the need for the right selection of technologies that will help improve the efficiency of big data processing systems. The complexity of the choice is caused by the large number of different data storages and databases that are available now, so the best decision requires a deep understanding of the advantages, disadvantages and features of each. And the difficulty lies in the lack of a universal algorithm for deciding on the optimal repository. Accordingly, based on the experiments, analysis of existing projects and research papers, a decision-making algorithm was proposed that determines the best way to store large datasets, depending on their characteristics and additional system requirements. This is necessary to simplify the design of the system in the early stages of big data processing projects. Thus, by highlighting the key differences, as well as the disadvantages and advantages of each type of storage and database, a list of key characteristics of the data and the future system, which should be considered when designing.

This algorithm is a theoretical proposal based on the studied research papers. Accordingly, using this algorithm at the design stage of the system, it would be possible to quickly and clearly determine the optimal type of storage of large datasets. The paper considers column-oriented, document-oriented, graph and key-value types of databases, as well as distributed file systems and cloud services.
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1. Introduction

Every year, there is a significant increase in the amount of data produced by large companies, enterprises, governments, and ordinary people. This data has different sources of origin and is related to different fields: healthcare, economics, marketing, business, and others. Such huge amounts of data are the result of expanding the use of social networks, electronic devices, and other information technologies. Since the opportunity to produce large amounts of data came, new perspectives in the processing and wise usage of this data appeared. Big data analytics bring great benefits and significant revenue to businesses every day through its various applications.

However, to benefit from the use of big data technologies, they need to be effectively applied. One of the main problems with application of big data technologies is data storage [1], as in addition to storing data in a certain form, it is also necessary to provide it with appropriate access to meet the needs of the next stages of use of this data. For example, after pre-processing and cleaning raw data intended for machine learning, artificial intelligence processing or analytics, it is necessary to place it in a specific data storage or database that will be most effective in a particular situation [2].

The object of research includes methods and approaches to improve storage efficiency and optimize access to large amounts of data. The aim of this research is a comparative analysis of big data storage methods and creation of a decision support system to determine the most appropriate method.

2. Research methodology

In this study, various publications related to methods of storing and accessing big data [3, 4] were analysed. As a result of the analysis, the most efficient and widespread storage systems for different requirements were identified. These storage systems include distributed file systems [5], cloud services, non-relational databases: key-values, column-oriented, document-oriented and graph. In common case, relational databases are not used in big data projects as they cannot provide high availability and horizontal scalability unlike NoSQL databases [6, 7].
Each of the considered approaches has its advantages, disadvantages, and features that determine for which type of data they are best suited. Key-value databases provide efficient storage of unstructured data, and quick access to write through a unique key, but they do not allow the use of SQL-like queries. Such databases do not work well with frequently updated data but are very scalable.

Column-oriented databases are well suited for further work with analytical systems, as they support SQL-queries. They are important for structured data because they support easy-to-modify schemas, and column-oriented databases support a high level of data compression associated with the storage approach. Column-oriented databases also support great scalability.

Document-oriented databases provide a hierarchical system based on the key-value principle and allow the storage of unstructured and semi-structured data, usually in JSON-like format. They support easy data uploading and updating and simple querying of the content of documents, as well as scalability and indexing.

Graph databases are well-suited for data that assumes that relations between records are present and important. They represent all the data as a graph with nodes, edges and their properties and support a graph traversal, but they are less scalable and require a lot of effort to maintain.

Distributed file systems can be used to efficiently store raw data that needs to be processed. They can store all the different formats. There are tools that offer queries to semi-structured or unstructured data so that they can be used to work with such data storage. Today, various cloud services offer a wide range of tools for big data storing and processing. The use of such services can greatly simplify the deployment and maintenance of the system. They also provide high scalability, ongoing support, and data security [7, 8]. Efficient strategies for storing large datasets were considered in [9], however, this work doesn’t provide a general approach for database choose in production projects. At that time in [10] a security-oriented way is described for solving the similar problem, but this work can be also improved by proposing a general way for choosing an optimal database. As the result this work is about developing a general algorithm for decision making during the project architecture design stage.

3. Research results and discussion

In the process of developing a big data processing system, the question arises as to which repository is best suited for a particular case. In this study was developed a decision tree (Fig. 1–3) that allows to determine which method of data storage may be potentially most effective.

The tree nodes are certain statements that reflect the characteristics of the data or requirements for the storage system, the edges correspond to possible answers – yes or no. Leaves represent a type of storage or a specific database.

In the decision-making process, it is proposed to determine: the degree of data processing, variety of formats, the presence and importance of relations between records, data structure, the need to support queries, write and read intensity, scalability, and access speed.

While deciding, the first step is to define if data that will be stored is raw (Fig. 1). If it is true, and it arrives in different formats then it may be a good decision to use a distributed file system, but the better choice will be a cloud storage as it provides scalability and stable access without any failures or data loss. In case, data is already processed, or only one data format is collected, let’s move to analysis of relations between records. If such relations are present, important, and will be considered in further data analysis then probably graph databases can fit well.

In case there are no relations between records, it should be defined if data is structured or not (Fig. 2). If it is and the system will require intensive reading together with significant query support, then it would be a good idea to use a column-oriented database (DB) as it meets the requirements and can be used even for complex analytics. When with the same conditions, query support is not that necessary, a document-oriented database can be chosen.
If there are requirements on intensive write not intensive read, then Apache Cassandra may fit well as it combines advantages of column-oriented and key-value databases. Otherwise, it should be determined if significant data compression is required due to huge data volumes. If so, a column-oriented store may be used and in the
opposite case when data has JSON-like or XML-like format, then document-oriented DB like MongoDB may be a good choice. If none of these conditions is relevant, probably there is no need to use non-relational databases or storage, as data can be stored in some relational DB.

Starting now from the step that considers the definition of presence of data structure, let’s move on to semi-structured and unstructured data (Fig. 3). If querying is not necessary but high scalability is, then pay attention to key-value databases as it does not support queries but works well with unstructured data, stored by unique key, can be easily scaled, and quickly accessed. If scalability is not important, but access time should be even smaller, try using Redis as it stores data in RAM. Otherwise, document-oriented DB can be used as it stores semi-structured and unstructured data and supports querying.

The obtained algorithm is a theoretical proposal based on the studied research papers. The results of this work can be used to create a program that will offer the best storage for the user based on its requirements. It is also possible to test many real cases that have already been implemented to determine if the results match and, if possible, make corrections. In addition, it is possible to extend this algorithm by adding to possible solutions specific databases and cloud services that provide the desired results to the user in a single database, or a set of them, indicating why such a database was recommended.

Limitations of the study include a short list of questions which can be expanded to enhance the results. In the future this algorithm can be extended with additional questions and databases that can be used. One of main disadvantages of the study is an absence of algorithm testing based on the open data as most of the existing solutions are used in private companies with no access to the data from the outside. The future research directions of correct data storage choice include an idea to add some specific databases considering their advantages and limitations to make the best decision. Another direction is a development of open test environment that can be created to make an algorithm more precise.

4. Conclusions

In this paper, a decision-making algorithm was proposed based on the existing studies analysis. It helps to choose the most efficient way to store large amounts of data based on their characteristics and system requirements. This approach has the potential to be expanded and improved, which can help engineers in the long run at the system design stage.
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