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CULTURE AND COMMUNICATION

The aim of the article. The focus of cultural studies on language and cultural identity has a decisive influence on
the formation of identity and its coexistence in the environment. In its turn, the culture can be studied as a system of values
that are formed during communication in which language as cultural sign system is used as a means of communication.
The methodology of the work is to use such techniques of the research as the study, analysis and synthesis in order to
reveal the assumption about the similarity of languages to a closed-looped system. The research tries to prove that
languages are what we might call the first science, which mankind have been studying. During a certain period of time
people accumulate a huge stock of knowledge through communication, learn about the dynamics of the ecosystems, in
which they coexist with local plants and animals. Scientific novelty of the research is to expand the relationship between
the notions "culture" — "language" — "communication" as a form of consciousness that reflects a person's world, being the
form of the human material and spiritual culture realization. Conclusion. Languages always realize through individuals
"tied" to a particular area, the language and the territory being connected. Native speakers also always depend on the
cultural context. As for example, different languages may include grammatical information about social status of the person.
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Bineybka OkcaHa OnekcaHOpigHa, kaHOuOam Kyrnbmyposoeii, doyeHm, doueHm Kaghedpu iHO3eMHOI ¢hinonoail
Kuiscbk020 HauioHabHO20 yHisepcumemy Kynbmypu i Mucmeuyms

KynbTypa i kKoMmyHikaLis

MeTa po60TK — NpoaHani3yBaTy B3aEMO3B'A30K KyNbTypy i KOMyHikaLii, M03asik KynbTypHa opieHTaLis Ha MOBY
Ta iQEHTUYHICTb BUpIlIanbHO BNNMBaE Ha popMyBaHHS 0COBUCTOCTI Ta 1i iCHyBaHHSA B HABKOMWLIHBOMY CepefoBuLLi. Y
CBOIO Yepry, KynbTypy MOXHa BUBYATMK SIK CUCTEMY 3HAYEHb, L0 BMHUKAKOTL Mig Yac KOMYHiKaLlii, B SKii MOBa K 3HAKOBa
cucTeMa KynbTypy BUKOPUCTOBYETLCS sIK 3acid nepeaadi nosigomneHs. MeTogonoria JocnigkeHHs nonsrae y BUKOpUC-
TaHHI TaKMX MeTOAIB AOCNIMKEHHS, K aHani3 Ta y3aranbHeHHs, 30Kkpema Ans po3KpUTTA NPUMYLLEHHS NPO CXOXICTb MOB
Ha 3aMKHYTYy CUCTEMY; AOBEAEHHS, L0 MOBU € Te, Wo MU Mornu 6 Ha3BaTy NepLUOId HayKow, AKYy MOACTBO BMBYAE B
CBOEMY XUTTi. [poTArom neBHoro nepiofly Yacy Hocii MOB Yepes CrifnkyBaHHS HaKONMYyloTb BENWKWIN Barax 3HaHb, i3Ha-
I0TbCS NMPO AMHAMIKy EKOCMCTEM, B SKUX BOHU CMiBICHYIOTb Nopsaf i3 pocnuHamu i TBapvHami. HaykoBa HOBU3Ha nonsirae
Y PO3LUMPEHHI ysiBNEeHb NPO B3aEMO3B’A30K (DEHOMEHIB «KyrnbTypa» — «MOBa» — «KOMYHiKauig» ik (oOpM CBiJOMOCTI, Lo
BigoOpaxatoTb CBITOrNSAA NOAMHY | € hopmamMuy BTINEHHA mMaTtepianbHOoi i AyXOBHOI KynbTypu Hapoay. BucHoBku. MoBu
3aBXau yocobnoTbCcsa Yepe3 0coBUCTOCTI, SKi «NPUB’sS3aHi» 40 NEeBHOI MICLEBOCTi, MOBU i TEPUTOPIS iCHYBaHHSA SKUX
noB'si3aHi Mk coboto. Hocii MOBU Takox 3aBXauW 3anexathb Bif, KyNbTYPHOro KOHTEKCTY.

Knto4yoBi cnoBa: kynbTypa, MOBa, KOMYHiKauisi, CMMBOMi3M, YHIBEPCanbHICTb, NTEKCUYHUIA CKnag, cemaHTuka,
nparmaTtuka.

Beneuykasi OkcaHa AnekcaHdpoea, kaHOudam Kyribmyporsio2uu, doueHm, doueHm kagheOpbl UHOCMpaHHoOU ¢bu-
nonoeauu Kuesckoz2o HayUuoHarbHO20 yHU8epcumema Kyrbmypbl U UCKycCme

KynbTypa u kKoMMyHuKaums

Llenb paboTbl — nccnegoBaHne B3auMoCBSA3M KynbTypbl M KOMMyHUKaLUun. KynbTypHasi opyeHTauust Ha s3blk 1
MOEHTMYHOCTb OKa3blBaeT pellarllee BNMsiHUE Ha (PoOpMUPOBAHME NMYHOCTM U €€ COCYLLECTBOBaHUE B OKPY>KatoLLEN
cpene. B cBoto ovepeb, KynbTypy MOXHO U3y4aTb Kak CUCTEMY 3HAYEHWIA, BO3HMKaIOLWMX BO BPEMS KOMMYHUKaLWK, B
KOTOPOW peyb, byaoyun 3HAKOBOM CUCTEMOW KyNnbTypbl, UCNONb3yeTCHa Kak CPeACTBO Nepeaayun coobueHmn. Metogonorus
NCCnefoBaHMS 3aKIio4aeTCcs B UCNONb30BaHUM Taknx METOLAOB UCCefoBaHUs, kak aHanus n obobLieHne, B 4aCTHOCTU C
Lenbio packpbITUS NPEANONIOXKEHUS O CXOACTBE SI3bIKOB C 3aMKHYTOW CUCTEMOW, YTBEPXKAEHUS O TOM, YTO A3bIKM NpeacTa-
BNAOT COOO TO, YTO Mbl MOFNM Gbl Ha3BaTbL NEPBOI HAYKOW, KOTOPYHO YENIOBEYECTBO NOCTUraeT B CBOEN XU3HU. B TeueHne
onpefeneHHoro Nnepuofa BpeMeHM HOCUTENN SI3bIKOB Yepes obLLeHe HakannMBakT OrPOMHbIN Garax 3HaHWIi, NO3HaT
OVHAMKY 3KOCWUCTEM, B KOTOPbIX OHW COCYLLECTBYOT BMECTE C PacTEHUSIMU U XUBOTHbIMW. HayyHas HoBMU3Ha paboTbl
3aKM4aeTCs B pacLlUMpeHun NpeacTaBeHnin O B3aMOCBA3N (DEHOMEHOB «KyTNbTypay» — «S3blK» — KKOMMYHUKaLWSA» Kak
opM CO3HaHUSA, KOTOpblE OTPaXXalT MUPOBO33PEHNE YENoBeKa M ABMAITCA (hOpMaMy BOMSOLEHNS MaTepuanbHON n
OyXOBHOW KynbTypbl Hapoaa. BeiBoabl. A3bikv Bcerga peanuaytot cebs yepes nMyYHOCTH, KOTOpbIe «MPUBA3aHbI» K onpe-
OEeNeHHON MECTHOCTU, A3bIKU N TEPPUTOPUN CYLLECTBOBAHUE KOTOPbLIX CBA3aHbl Mexay cobon. Hocutenu Asbika Takke
BCerga 3aBUCAT OT KyNbTYPHOIO KOHTEKCTA.

KniouyeBble cnoBa: kynbTypa, s3blK, KOMMYHWUKaLWUSA, CUMBOIM3M, YHUBEPCANbHOCTb, NIEKCUYECKUIA COCTaB, ce-
MaHTUKa, nparMaTuka.

The actuality of the article. The evolution of human cultures is associated with the evolution of the ability for
verbal language in humans. Human cultures are constructed from an understanding of shared intentionality, and
language facilitates the creation of shared intentionality. Humans are intentional agents, having the ability to infer
intentions in others, and language aids in our ability to communicate intentions, and our beliefs about the intentions
of others, to each other quickly and efficiently. These abilities come together to help humans to form human cultures.
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The aim of the article is to examine human cultures that have unique meaning and informational
systems, being communicated across generations, to reveal that it is impossible to consider and understand
human cultures without acknowledging the contribution that language makes to it.

The subject of the article is that human cultures exist precisely because of the ability to have language.
Language helps us to create large social networks, larger than those found in nonhuman primates; to navigate
those social networks quickly and efficiently; and to solve complex social coordination problems when they
occur. Language is an incredibly important ability that allows us to do all of these tasks and activities. With the
advent of language in humans, we are able to create meaning about the world around us in terms of symbols.

A country’s flag, for instance, is a typically powerful symbol with the meaning, as the Bible or Koran.
These cultural meanings are facilitated by language [4].

For this reason, language is a universal psychological ability in humans. All individuals have the
capacity to develop language, and the vast majority of people all over the world indeed do so, with the
exception of a very few individuals who are raised from childhood virtually in the total absence of other humans.
All humans have an innate ability to acquire language, and although the exact mechanisms are not well
understood, language acquisition does occur in all individuals.

All human societies have language, and language forms the basis for the creation and maintenance of
human cultures. Now it is true that there are great differences among cultures in the type and use of language;
some cultures, for example, have only an oral culture with no writing; many others is heavily dependent on written
language. Regardless of these great differences, however, language is universal to all humans.

At the same time, while the ability to have language is universal to humans, each culture creates its
own unique language. And in fact, language differences reflect important differences between cultures, and
they also help to reinforce culture.

The Sapir-Whorf hypothesis, also referred to as linguistic relativity, suggests that speakers of different
languages think differently, and that they do so because of the differences in their languages. Because different
cultures typically have different languages, the Sapir-Whorf hypothesis is especially important for
understanding cultural differences (and similarities) in thought and behaviour as a function of language [5].

The Sapir-Whorf hypothesis is important to verify, because if correct, it suggests that people of different
cultures think differently, just by the very nature, structure, and function of their language. Their thought
processes, their associations, their ways of interpreting the world — even the same events we perceive — may
be different because they speak a different language and this language has helped shape their thought
patterns. This hypothesis also suggests that people who speak more than one language may actually have
different thought patterns when speaking different languages [4; 5].

Many studies have examined language—cognition issues since Edward Sapir and Benjamin Whorf first
proposed their hypothesis in the 1950s. In one of the earliest language studies, Carroll and Casagrande [1]
compared Navajo and English speakers. They examined the relationship between the system of shape
classification in the Navajo language and the amount of attention children pay to shape when classifying
objects. Similar to the Japanese language described earlier in this chapter, the Navajo language has the
interesting grammatical feature that certain verbs of handling (for example, “to pick up,” “to drop”) require
special linguistic forms depending on what kind of object is being handled. A total of 11 such linguistic forms
describe different shapes — round spherical objects, round thin objects, long flexible things, and so forth. Noting
how much more complex this linguistic feature is in Navajo than in English, Carroll and Casagrande suggested
that such linguistic features might play a role in influencing cognitive processes [1].

At the same time, findings from other studies challenged the Sapir-Whorf hypothesis. For instance, Berlin and
Kay [4] tested the claim that the continuous gradation of colour, which exists in nature is represented in language by a
series of discrete categories.... There is nothing inherent, either in the spectrum or the human perception of it, which
would compel its division in this way. The specific method of division is part of the structure of English. To test this
claim, Berlin and Kay studied the distribution of colour terms in 20 languages. They asked international university
students in the United States to list the “basic” colour terms in each of their native languages. They then asked these
foreign students to identify from an array of glass colour chips the most typical or best examples of a basic colour term
the researchers specified. Berlin and Kay found a limited number of basic colour terms in any language. They
also found that the colour chips chosen as best examples of these basic terms tended to fall in clusters they
termed focal points. In languages that had a basic term for bluish colours, the best example of the colour was
found to be the same “focal blue” for speakers of all the languages. These findings suggested that people in
different cultures perceive colours in much the same way despite radical differences in their languages [3; 4].

Berlin and Kay'’s findings were later confirmed by a series of experiments conducted by Rosch. In her
experiments, Rosch [7] set out to test just how culturally universal these focal points were. She compared two
languages that differ markedly in the number of basic colour terms: English, with multiple colour terms, and
Dani, which has only two colour terms. Dani is the language spoken by a Stone Age tribe living in the highlands
of Irian Jaya, Indonesian New Guinea.

One colour term, mili, was found to include both “dark” and “cold” colours (for example, black, green, and
blue), while the second colour term, mola, included both “light” and “warm” colours (for example, white, red, and
yellow). Rosch also explored the relationship between language and memory. She argued that if the Whorfian
position were correct, Dani’s lack of a rich colour lexicon would inhibit Dani speakers’ ability to discriminate and
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remember colours. As it happened, Dani speakers did not confuse colour categories any more than did speakers
of English. Nor did Dani speakers perform differently from English speakers on memory tasks [3].

Berlin and Kay also examined 78 languages and found that 11 basic colour terms form a universal
hierarchy. Some languages, such as English and German, use all 11 terms; others, such as Dani (New
Guinea), use as few as two.

Other studies have challenged the Sapir-Whorf hypothesis and the idea of linguistic relativity .In a review
concerning the Sapir-Whorf hypothesis, Pinker [6] concluded that many of the earlier studies claiming linguistic
relativity were severely flawed. He then pointed to the fact that we can think without words and language,
suggesting that language does not necessarily determine our thoughts. He cited evidence of deaf children, who
clearly think while lacking a language, but soon invent one; of isolated adults who grew up without language but
still could engage in abstract thinking; how babies, who have no words, can still do very simple forms of arithmetic;
and how thought is not just made up of words and language, but is also visual and nonverbal.

Perhaps the best way to make sense of this area of study comes from an analysis of the basic Sapir-
Whorf hypothesis, published by Fishman years ago. Many studies of the Sapir-Whorf hypothesis read as if it
were only one hypothesis; actually, there are several different Sapir-Whorf hypotheses. Fishman published a
comprehensive breakdown of the most important ways the Sapir-Whorf hypothesis has been discussed. In his
description, these different approaches are ordered in increasing levels of complexity.

Two factors determine the level at which a given version of the hypothesis might fall. The first factor
relates to the particular aspect of language that is of interest — for example, the lexicon or the grammar. The
second factor relates to the cognitive behaviour of the speakers of a given language — for example, cultural
themes or non-linguistic data such as a decision-making task. Of the four levels, Level 1 is the least complex;
Level 4 is the most complex. Levels 3 and 4 are actually closer to Whorf’s original ideas in that they concern
the grammar or syntax of language as opposed to its lexicon.

Scientific novelty. In order to examine the relationship between culture and language, it is useful first
to identify the basic structure and features of language. There are five critical features of all languages:

1. The lexicon, or vocabulary, refers to the words contained in a language.

2. The syntax and grammar of a language refer to the system of rules governing word forms and how
words should be strung together to form meaningful utterances.

3. Phonology refers to the system of rules governing how words should sound (pronunciation) in a
given language.

4. Semantics refers to what words mean.

5. Pragmatics refers to the system of rules governing how language is used and understood in given
social contexts.

There are two other useful concepts to understand the structure of language. Phonemes are the
smallest and most basic units of sound in a language, and every culture creates its own set of phonemes that
are required to vocalize words. Phonemes form the base of a language hierarchy in which language gains in
complexity as sounds gain meaning, which in turn produces words, which are strung together in phrases and,
finally, sentences. The inability to distinguish phonemes is often the basis of ethnic/cultural humour, and can
be used to make judgments of ethnic/cultural identity, and or in-group versus out-group.

Morphemes are the smallest and most basic units of meaning in a language. Each culture has its own
set of morphemes in its language.

All humans have the universal ability to acquire language. Although the precise mechanisms by which
language acquisition occurs are still unknown, it appears that all human infants are born with the ability to
make the same range of sounds.

Thus, human infants produce the same range of phonemes across cultures. Through interactions with
others, infants’ sound production is then shaped and reinforced so that certain sounds are encouraged while
certain other sounds are discouraged.

These elemental sounds become associated with meanings (morphemes), and gradually are
combined into words (lexicons) and sentences. In fact, the ability to create almost an infinite number of
meaningful expressions from a finite set of elemental sounds is one of the characteristics that differentiates
humans from non-human animals [2].

Culture, therefore, influences language acquisition from a very early stage, helping to shape the phonemes
and morphemes of a language and the creation of words. Culture provides the rules by which words are said
(phonology), and strung together to form meaningful statements (syntax and grammar). Culture also provides the rules
by which meaning is derived from words and statements (semantics), and the rules by which language is used in
different social contexts (pragmatics). The influence of culture on language, therefore, is pervasive. Through the use
of language, an individual is transformed into an agent of the culture. The feelings, associations, connotations, and
nuances of language both influence and are influenced by the culture. Over time, an individual embodies the very
essence of culture via language, and in using the language, he or she reinforces that language’s concepts of culture.

And llanguages differ in many ways across cultures. This complex system of self-other referents occurs
in many other languages as well and reflects important cultural differences. In different cultures, language,
mannerisms, and other aspects of behaviour must be modified according to the relationship and context under
which the communication is occurring. The most important dimensions along which behaviour and language are
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differentiated are often status and group orientation. All aspects of behaviour differ depending on whether one
person is higher or lower in status than the other person in the conversation. Also, behaviour and language differ
depending on whether the other person is a member of your in-group or not. Thus, the choice of appropriate self-
and other-referents in these languages reflects important aspects of those cultures. For this reason, it is generally
easy to identify the status relationship between individuals in how they use the self-other referent system.

Counting systems provide another example of how culture influences the structure of a language. In
the Japanese language, for example, as in many languages, different words are used to denote different things
being counted. For some reason, some cultures found it important to describe their physical world differently
when counting objects in that world.

Many languages base their number system on a base 10 system, with unique words for the numbers
one through ten. Eleven is often counted 10-1, twelve is 10-2, twenty is 2-10, etc. In English, however, numbers
1 through 19 are unique, and an additive system similar to other languages starts at 20 [4].

When considering cultural differences in lexicons, one cannot help but notice that different cultures
have words for things that do not exist in some languages. These are very interesting, especially if we
understand language as a system, created by cultures to slice up and partition their environments. If a word
exists in a language, therefore, that does not exist in others, then that concept was important enough in that
culture to have justified having its own word to refer to it. Thus, it's not the concept that does or does not exist;
it's that the word that represents the concept may or may not exist across cultures.

Culture affects not only the language lexicons, but also pragmatics — that is, the rules governing how
language is used and understood in different social contexts. In many languages, for instance, it is common
to drop first- and second-person pronouns (lI/we and you) from sentences; this occurs more frequently in
collectivistic cultures, and it is thought that meaning can be inferred from the context in such cultures much
more than in individualistic cultures [3], which require very direct statements.

There are cultural variations in how people of different cultures speak to others depending on their
relationship, as well as in how people of different cultures give apologies, give personal narratives, self-
disclose, give compliments, and give criticism. Many of these cultural differences in pragmatics can be
summarized in terms of communication style. Some languages are very direct others very indirect. Some
languages are very succinct and precise; others very elaborate and extended. Some cultures are very
contextual, that is, important meanings are conveyed in the context within which language occurs, or in the
way in which it is delivered, relative to the actual content of the speech [4].

Consequently, some cultures are high-context cultures with high-context languages, whiles others are
low-context. Some languages have specific forms for honorific speech, which are specific language forms that
denote status differences among interactants, conferring higher status to others while at the same time
acknowledging one’s lower status when appropriate, and vice versa.

The relationship between language and thought processes is particularly important to the cross-cultural
study of language because each culture is associated with a given language as a vehicle for its expression.

Conclusion. Language loops into the so-called real world. Humans are good observers, and one of the
reasons to preserve endangered languages is that they represent what we might call the first science, and
their speakers possess vast stores of knowledge, built up over time, about the dynamics of the ecosystems
they inhabit along with the local plants and animals with which they share that ecosystem. Because languages
are always embodied in individuals who are embedded in places, languages and landscapes are connected.
Speakers are also always embedded in cultural contexts as different languages might include grammatical
information about social status.

Cultural practices emerge and develop in particular settings, just as linguistic structures both support
and are supported by cultural practices. Syntactic and grammatical differences between languages provide
some evidence for the claim that language influences cognition. Perhaps stronger evidence will be found in
future studies of how the pragmatic systems of different languages influence speakers’ thought processes.
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