u] =,

Pospobaeno adanmueny cucmemy
susaenenns xidepamax, axa 0azyemo-
cA Ha YOOCKOHANCHUX AN2OPUMMAX PO3-
Oummsa npocmopy o3nax na Kaacmepu.
Yoockonanena npoueoypa posniznasan-

ma opmyeanns nepesipounux donycmu-
Mux 6i0xujienv 0 03HAK aHOManiu ma
xibepnanadie. 3a 00nomo2010 imimauii-
Hux mooeaeil, cmeopenux y MatLAB ma
Simulink, nepesipena npauezdammuicmo
anzopummie po3niznasamnHs kibepamax
Y KpumuuHo 6axcausux iHQopMauiiHux
cucmemax

Knouoei cnoea: cucmema eusigienus
xibepamax, xidepOesnexa, xaacmepusa-
uis o3nax, nepesipouni donycmumi 6io-
XUTIEHHS

Paspabomana adanmuenas cucmema
obOnapyicenus xKubepamax, 0CHOBAHHAA
HA YCOBePULEHCMBOBANHBIX AN20PUMMAX
paséumus npocmpancmea npusnHaxoe Ha
Kaacmepol. Ycogeputencmeosamna npove-
dypa pacnosnaeanus 3a cuiem o00HO8pe-
MennoU xnacmepusauuu u hopmuposanus
npoeepoUHbIX 00ONYCMUMBIX OMKIOHEHUU
0aa npuznaxos anomanuil u kubepamax. C
NOMOWBIO UMUMAUUOHHBIX MOOeell, CO3-
dannvix 6 MatLAB u Simulink, nposepe-
Ha pabomocnocooHOCMb AL2OPUMMOE PAC-
nosnasanus xubepamax 6 Kpumu4ecku
BANCHBIX UHPOPMAUUOHHBIX CUCTEMAX

Kniouesvte cnosa: cucmema obnapy-
Jcenus kubepamax, xubepoesonacnocmo,
Kaacmepuzayus npusHaxoe, npoeepou-
Hble donycmumvle OMKIOHEHUSL

u] =,

HA 3a PAXyHOK 00HOUACHOT Kaacmepu3auii
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1. Introduction

This makes it relevant to examine improvement of those

Active expansion of computer technologies, in partic-
ular in critically important information systems (CIIS),

existing and development of the new algorithms for the
clustering of RO attributes, as well as the applied adaptive
subsystems as a part of ISDA.

is accompanied by the emergence of new threats to cyber
security (CS). It is possible to enhance CS of CIIS by us-
ing, in particular, intelligent systems (and technologies)
for the detection of cyber attacks (ISDA). Given a con-
stant complication in the scenarios of cyber attacks, ISDA
must have characteristics of adaptive systems. In other
words, the ability to deliberately modify the algorithm
for detecting the anomalies and cyber attacks by using
the methods of clustering of attributes of the recognition
objects (RO), as well as machine intelligent technologies
of learning (MITL).

2. Literature review and problem statement

Information that is accepted as the basis for building
the clusters in adaptive systems of recognition (ASR) of
cyber attacks was explored in many studies, for example, in
the form of complex attributes of RO in CIIS [1, 2]. These
studies were mainly of theoretical character. As indicators
or metrics [3] for building the classifiers, the authors investi-
gated: threshold values of parameters of the input and output




traffic [4], unpredicted addresses of packets [5], attributes
of requests to databases (DB) [6, 7], etc. These articles do
not take into account the possibility of parallel formation of
reference deviations for the features of anomalies and cyber
attacks, which increases the time of RO analysis in ASR (or
ISDA) [8]. For complex targeted attacks, information attri-
butes may be quite fuzzy [9, 10], which does not contribute
to building the effective algorithms of recognition.

In papers [11, 12], it was assumed that to enhance ef-
fectiveness of recognition, it is expedient to split the set of
values of each indicator into disjoint groups by certain rules.
This task can be solved by using the methods and models
for cluster analysis [13, 14]. However, these studies have not
been brought to hardware or software implementation.

By using an information condition of functional effec-
tiveness (ICFE) of ASR learning [15, 16], it is possible to
implement adaptive algorithms for the clustering of RO
attributes into ISDA.

As was shown in articles [17, 18], in case the RO attri-
butes glossary is unchanged, it is possible to improve effec-
tiveness of ASR learning. These studies do not take into ac-
count the possibility of increasing the degree of intersection
of the RO classes.

Thus, given the potential of the ISDA application, it ap-
pears to be an important task to improve the algorithms for
clustering and formation of reference deviations of the OR
attributes for the timely detection of anomalies and cyber
attacks in CIIS.

3. The aim and tasks of research

The aim of present research is to develop an algorithm
for the partition of the feature space (FS) into clusters in
the process of recognition of cyber attacks in the systems of
cyber protection.

To achieve the aim of the study, the following tasks are
to be solved:

— to improve algorithms for the clustering of attributes
of anomalies and cyber attacks and for the simultaneous for-
mation of verifying admissible deviations in the intelligent
systems of cyber attack detection;

— to conduct simulation in order to test and verify the
adequacy of the proposed algorithms.

4. Algorithms for the clustering of attributes and the
formation of verifying admissible deviations in the
intelligent systems of cyber attack detection

Splitting FS and further clustering, for any RO class CT?,
in accordance with [19, 20], was carried out by transforming
FS to a hyper-spherical form. Since the main stage of cluster-
ing when splitting FS into groups is an increase in the radius
(cry,) of container (RC) at every step of ASR (or ISDA) lean-
ring, it is possible to use the following recurrent expression:

cr,, (ls)z[crm(ls—i)+§|crm (Is)e IS;';], 1)
where Is is the number of steps of increasing RC C?; & are
accepted for the chosen attributes of steps of increasing RC;
IS¢ is the permissible value of RC.

In the process of ASR learning, we make an assumption
about fuzzy compactness of the implementation of binary

learning matrices (BLM) [16, 21, 22], obtained at the stage
of splitting SF into relevant RO classes. Fuzzy partition
RCMlincludes the elements that can be attributed to fuzzy
RO classes, for example, when it is difficult to distinguish a
DoS attack from a DDoS attack [4, 16].

The rules of ASR learning, according to [1, 2, 14, 23,
24], are built based on the iteration procedure of searching
for the maximum boundary magnitude of an information
condition of functional effectiveness (ICFE):

is; = Arg Irllsax{max{...{ max iiCEm}...}}, 2)

o IS 18;01Sce M m—1

where CE,, is the ICFE of ASR learning to recognize RO
that belong to class C); ISy is the permissible range of
values of the k-th informative attribute of RO; IS¢ is the
permissible range of ICFE in the course of ASR learning.
The following constraints are imposed on expression (2):

{LCT; 2 @ (vCT) e RC‘M‘)}; 3)
CT #CT?
s TV (3T eRCM,3CTy €RCM) 1 (4)
SCTNCT 22

CT’ #CT) —
T (veTy erAM Ty eRCM) 5)
—BCT'NBCT, =@
where BCT?, BCT_ are the nuclei of RO classes CT. and
CT?, respectively;

J CT: cRS azbabm=1M (6)

m =
CT%eRC

Accepted assumptions: classes CT’ are CT; adjacent;
the classes have a minimum distance between the centers
of clusters cr(cta(-Bctb) among all classes for RO; RO are
described by binary learning matrices (BLM) [21-23]. We
accepted that ct, and cty, are the reference vectors of RO
classes, in particular, by the KDD Cup 1999 Data [2, 5, 7].

The ASR learning procedure is given in the form of pred-
icate expression:

CT! #CT; -
> (o <cr(et, ®ct,))-|:(VCE e RCM, vCTy € RCM) 1, (7)

-(cr}: <er(ct, ®Cth))

where cr/, cr/ are the optimal radii of containers C? and C!,
respectively.

To reduce the number of cycles during a learning proce-
dure, the sets of input signals (factors) that influence ASR
were determined. These sets correlate with the dimensional-
ity of the vector of ASR testing parameters is=<is,..., iSk,...,
isgs> in the course of recognition of the templates of attacks.

ASR (or ISDA) learning is an iteration procedure of
searching for global ICFE |2, 5, 8, 20, 24]:

ca = Argrxlg?lx{lsrcgra\éc‘ CE}, 8)
where IS., is the admissible range of magnitudes of reference
deviation (ca) for RO class {CT0 } IS¢k is the operation

m |7



range of determining ICFE indicator ﬁ; IS, is the permis-
sible range of RC magnitude cr.

The algorithm of OR classification is functional at the
following restrictions:

{ |CTy, 2@ m=1M :(vCT, eRCM) } ©)

J CTy.cRSs, 12)
CT;,:eRC
where BCT, ., BCT, are the centers of the two nearest

(adjacent) clusters CT;, and CT, respectively; & is the
step of increasing the radius of cluster container (RCC);
eIy, Cr, ¢ are, respectively, formed RCC CT?

mg? mg

and CTZ; cr(ctm (-Bctc) is the inter-center code
distance of clusters CT,, and CT,.

For better visualization, the stages of splitting
FS of RO into clusters in ASR are represented in
tabular form in Table 1.

CTy, #
{ me ¥CT;, eRCM WCT, eRCM)E, (10)

#CT., > BCT,, NBCT, = ®| i

CT,, As a criterion of the optimization of param-

cT eters, during ASR learning, we used statistical
# g = . M . o parameters (information measures) for the vari-
(cr‘;g <Cr(ctmé®ctﬂg))/\ '(VCTmé eRCTLVCT, eRC ) (1D ants of solutions with two alternatives [18, 25,

26] for a modified entropic indicator, as well as
the Kullback-Leibler divergence (for three hy-
potheses) [27].

SRR

Table 1
Stages of splitting FS into clusters

Stage Action Description
1 2 3
{ Step counter (SC) of changing VAD ca; by 120
features of RO is set as “0”: -
ca
A Melm — fov,
o [1]= 1, —ca S
ca
A M=im fow,
9 Calculation of the lower A, [l] and the upper | "™ [1]=1m +ca 100
A, [l] of VAD of RO features for entire FS where Imy is the i-th attribute of standard vector-realization of non-classi-
fied multi-dimensional matrix (NMLM) Hlm@ [16,23]; ca,,, is the VAD
for RO attributes, which are determined based on methods [2, 16, 21, 23]
Rule
oo ifA [1]<mP <A, [1];
3 Formation of BLM Hct(j) ctﬁj) = o [ ] " [ ]
i 0, else
4 Value of SC for increasing RC £=0
5 Initialization of SC for increasing RC &=1

6 Splitting NMLM {ctgj)} into two clusters {CTr: [ﬁ] [m = ﬁ}

Initial original standard vectors for RO attri- Verification of conditions:
6.1 1) cr(ct1 @cto)—>min, cr(ct2®ct1)—>min;

. [P .
butes {ctn} for C,, are calculated 2) cr(ct1 @ ctz) — max, where ct’, ct! are zero and unity vectors.

cr, [é] =0,n, =0, where ny, is the number of realizations of RO, which
belong to C?,

6.2 Value of C° is set as “0”

Rules:

ct; eCTY[E], if cr((:ti @ ct1) <=
<=cr & cr(cti ©] ct1) < (cti ©] ctQ);
ct; eCTy[E], if cr(cti @ ctz) <=

<=cr & cr(cti @ ctz) < (cti ® ct1);
where ct, |i=1,N are the implementations of BLM

RO implementations, belonging to clusters

6.3 CTy[&], are defined

n




Continuation of Table 1

1 2 3
—_— M
CE =(1/M)- Y maxCE_, where CE, is the value of ICFE of ASR learn-
6.4 Calculation of current ICFE [2, 5, 8, 24, 25] ot
ing for the realization of class of anomalies or cyber attacks — CT?; {Is} is
the set of steps for ASR learning as a part of ISDA
Rule for defining coordinates:
Formation of set {ct,,} of standard realizations I 01/
65 0{ } o - 1, 1fn2crmvi>é,
for clusters {CTm [&]} mi =
0, else
M
o o if N’=Yn, <Nthen—>6.7&6.3
6.6 Conditions verification ]
else 6.9
if cr, [Zj,] <cr(et, ®ct,) then — 6.8&6.3
6.7 Conditions verification
else 6.9
6.8 Increasing RC cr, [E,] =Cr, [i] +1
M
69 Calculation of ICFE and optimal radii of clus- | Under conditions: N"="n, <N, where N’ is the number of RO
' ters {CTH‘: [&]} e
implementations that belong to RC, and ecr,, [€]<er(ct, @ct,)
7 Increasing SC £=E+1
8 Splitting a binary space of features (BSF) into {CTlf] [E] lm= E}
3 clusters
Verification of conditions:
Calculation of BLM for cluster CTy, the stan- . .
81 dard vector-realization ct; of which satisfies the cr(ct1 @ cts) —min & cr(ct2 @ cta) — min, where cty, cty are the standard
conditions realizations of clusters { CT? |m= 1,7}, restored at performing stage 6
8.2 Value of radius of cluster CT; is set as "0" ey [€]:=0.
Rules for determining the cases of obtaining RO features implementations
in cluster CTy:
ct, eCTy if cr(cti (-Bcta) <=
83 Determining the cases of obtaining RO features | <=cr & (;1r(cti @ ct3) <=
. . . . 0
implementations in cluster CT; <=cr(et, ®ct,) & cr(ct, ®ct,)<=
<= cr(ct1 @ ctz),
where ct; |i= LN are the implementations of BLM HCtgj)
Implementations {SSU),j = 1,711}, which arrived to container of category
a4 Correction of containers for clusters
: {CTH“] [m= ﬁ} is performed CT;, are removed from container {CT;" } Radius of container {CT;} :
er, [&]=cr, [E]-1
8.5 Calculation of current ICFE Expression — stage 6.4
Rule for defining coordinates:
86 Formation of set {Ctm} of standard implemen- o - 1, if %;crﬂ > %;
tations {CT? m "
{ " [é]} 0, else
if er,[&]<cr(ct, ®ct,) &er, [E] <
8.7 Condition verification < cr(ct2 @ cta) then — 8.8;

else 8.9




Continuation of Table 1

1 2 3
8.8 Increasing radius Cr, [é] = [é] +1
At conditions:
89 Optimal radius of cluster container CTy is cr,[€]<cr(ct, ®ct,) &
calculated er,[€] < er(ct, ®ct, )
if ca[l1]<0,5-ca,, then—2
9 Condition verification else 10
€y, is the VAD for RO attributes, which are determined based on [5, 8, 25]
if CE[l]eIS; then —11
10 Condition verification )
else 2
| ca’ =argmax{ max CE}&
11 Search for global maximal (GMAX) value CE B TScenlSa
in the operating range of RO attributes CE [1] = extremCE, 1]
op op CQlow
Based on methods [5, 8, 25] and others, optimal | A, =1m; —ca WO‘;
12 parameter of fields ca of RO attributes for the
container is defined A® =1m. +ca® Ay,
i ' 100
13 Proceflure.: of splitting BSF of RO into {CT: [i] |m = ﬁ}
4 clusters:
Under conditions: cr(c‘c1 @ ct4) — min, cr(ct2 @ ctd) —min &
13.1 . . . . o cr(ct3 @ cté) — min,
Binary matrix of cluster is defined {CTy} where cty, cty, ctz are the standard implementations of clusters
{CT[: |m= ﬁ}, restored when performing stage 8
13.2 Value of radii of cluster CT; is set as "0" L [E«] =0
o o . ) Rule:
Determining RO realizations, which arrived to .
13.3 ) N ct, eCTy, if cr(ct. C—Bcté) <=cr, [&],
cluster CTy ! . ! . . ()
where ct; [i=1,N, are the implementations of BLM HCt‘
134 Calculation of current ICFE Expression — stage 6.4.
Rule for defining coordinates:
135 Formation {cty,} of standard implementations . - 1, if%icrﬁmj,}i > % .
for clusters {CTﬁ [i]} mi =
0, else
if cr, [&] < cr(ct1 @ ctd),
cr, <cr(ct,®ct,),
13.6 | Conditions verification [e]<erlet, Oct,)
cr,[&]<cr(ct, ®ct,) then —>8.3&828;
else 8.9
137 The next RO attribute in cluster CT? is added | cts:= cts+L.
At conditions: cr, [&] < cr(ct @ct )
13.8 . . . o - . 4 1 4)
Optimal radius of container CT; is determined er [E]<cr(et, ®ct,), e, [E]<cr(ct, D)
14 Adding results to a knowledge base (KB). End of algorithm operation.

We developed the algorithm that allows us to perform
parallel formation of reference tolerances during an analysis
of attributes of anomalies and cyber attacks, which are diffi-
cult to explain [1, 7, 16, 18]. This approach, when a parallel
formation of VAD — ({cak ;}) is performed, makes it possible

to change VAD for all attributes at every step of learning
simultaneously. The algorithm enables in the course of
learning to update optimal parameters of containers for the
recognition classes CT.. The stages of splitting FS of RO
into clusters are presented in tabular form in Table 2.



Table 2

Stages of algorithm of VAD formation for the attributes of recognition of cyber attacks, anomalies or threats

. Clustering algorithm for a mathematical description of
Stageee Action RO attributes
Value of meter of steps of VAD change ca; for RO attri-
1 1:=0
bute «0»
ca
A M=lm. - low];
T Ee——E
ca
9 Calculation of A, [1] and A, [1] of VAD of RO A, [1]=1m,, +0aﬁ,
attribute for entire FS
where lmy; is the i-th attribute of vector-standard of implementation
Im, for basic class CT;. (It was accepted that CT’ characterizes the
most acceptable states of IB).
Rule:
; 0] .
3 Formation of BLM Hct(ij) thnj{i b A, [J<im?<a,, [1]
0, else
1, if % Y ctl > %;
Formation of set {ct,,} for vectors-standards of imple- €l = H
4 . o 0, else
mentation of RO CT, P
where n is the number of implementation of RO (attributes), which
belong to the cluster of correspondent class CT?,,
5 fg;fgﬁigﬁi into pairs of the nearest adjacent vec- Methods and models [8, 10, 12, 14, 23, 25] are used
6 Restoration of container for CT?
6.1 Values of meter of recognition classes “0» m:=0
6.2 Increasing the value of meter m:=m+1
6.3 Value of meter of steps of RC change “0» cr:i=0
6.4 Increasing the value of meter cri=cr +1
6.5 Calculation of current ICFE Expression — stage 6.4 Table 1
if CE, 1S, then—6.4
6.6 Condition verification t
else 6.7.
6.7 Calculation of current ICFE Expression — stage 6.4 Table 1
68 | Calculation of GMAX of ICFE CE, [1]:=extremCE, [Ler]
“[1]:= trem CE, |1
6.9 Calculation of optimal RC of RO class CT? e, [1]:=arg e{i(r}rem wlber]
ifmgM then —6.2
7 Condition verification
else 8
. M
8 Calculation of averaged ICFE value CEq=(1/M)-Y max CE,
m=t U°
if call|<ca,  /2then—2
9 Condition verification [ ca, /
else 10
if CE e IS then — 11
10 Condition verification ! cp S0
else 6.8&6.9
1" Calculation of GMAX ICFE in admissible function ca’ =argmax{ max CE}
determination range 1Sea AScenlSer
12 Adding results to a knowledge base (KB). End of algorithm operation.

Input data for ASR are an array of learning samples,
obtained based on data from Tables 1, 2, as well as results
of [10, 16]:

LM[kI][implementation][j], (13)

where Kkl is the number of learning matrix for RO class; im-
plementation is the number of implementation in BLM [10,
16]; j is the number of recognition attribute for RO.

To assess ASR effectiveness and optimality of defined
VAD for RO classes of ISDA, the Pareto method was used



[5, 8, 28]. The membership degree of the best, from the
standpoint of ARS or an expert, variant of Pareto-optimal
solution in terms of strategies for providing cyber protection
was determined by formula:

hod

max[ zZij®pj ®pfsj|:wa%CE(Wi(x)), 14)
=t 1=t i€

where ® is the triangular norm (T-norm) [5, 28]; Wi(x) is the

final choice of the solution option of ASR (or an expert); zj is

the fuzzy assessment of usefulness of the i-th option of solv-

ing the problem of recognition

istered for the system, which allows us to form controlling
commands for responding to the deviations of parameters
from the estimated values, please refer to Fig. 2, a, b.

Fig. 3 shows results, obtained in the course of simulation
modeling and testing of algorithms of parallel clustering
and formation of reference deviations for the recognition
attributes, on the example of a DoS class of attacks. Results
of the clustering of attack attributes in the process of testing
the improved algorithm and the formation of VAD are shown
in blue color. Similar results were also obtained for other
classes of anomalies and cyber attacks.

[ Figires=Figire"

of anomaly or cyber attack,
which is determined by value
of ICFE; f)j is the assessment
of CIIS states in E}qlqe process of
RO recognition; p, aretheas-
sessments of ASR states in the
process of anomalies or cyber
attack recognition.
Membership degree of the
best variant of Pareto-op-
timal fuzzy solution for the
formation of KB for ASR was
defined using the modified
Wald criterion and the Sav-

W s th Oy
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age criterion [5].

L2 -

5. Simulation of the

clustering algorithm and the
formation of VAD for the
attributes of anomalies and
cyber attacks

S = N W &
é‘
=
o
[x]
o

CI'm.

The algorithms were im- b
plemented in the MATLAB

7 8 9 10 0 1 2 3 4 s 6 7 8 9 CI'm

7/2009 and Simulink pro- CE

CE| ‘ ‘

gramming environments in

wm

(7.3

order to subsequently study
the operation modes of ASR of
anomalies and cyber attacks
in CIIS (under conditions of
countering the targeted cyber
attacks [1, 7, 10, 16, 18]).

S = N W &
;
=
2
(4]

In accordance with recom- 0 1 2 3 4 S5 6

mendations of [8, 20, 21, 25], d

7 8 9 crm 0 1 2 3 4 s 6 7 8 9 crm

multidimgnsional binary learn- Fig. 1. Dependences of ICFE of learning of simulation model ASR on RC of RO:
ing matrices (MBLM) of RO a — ICFE for the DoS /DDoS attacks; b — ICFE for the Probe attacks; ¢ — ICFE for the R2L
classes had from 50 to 65 im- attacks; d — ICFE for the U2R attacks; e — ICFE for virus attacks

plementations. For the classes

of network attacks [7, 8] (DoS/DDoS, Probe, R2L, U2R),
the number of recognition attributes made up 12—41 [13, 23,
15], for virus attacks, 7-15 [5, 7] attributes. Fig. 1, a—e shows
dependences of ICFE learning of simulation model (SM) of
ASR [23] on RC of RO — cr. In Fig. 1, a—e, the middle section
(marked in blue) corresponds to the operation area of the select-
ed recognition attributes that have the highest informativeness
indicator (ICFE) [23].

After formation of MBLM for the normal behavior of a
system, according to the proposed algorithm, binary trees
of traffic are constructed for network attacks, as well as er-
ror-free decisive rules, by the appropriate learning matrix of
attributes [16, 18, 23]. Next, MBLM are determined and reg-

An analysis of results of the simulation experiment
(Fig. 3) on determining the dependence of ICFE of
ASR learning allows us to draw the following conclu-
sions:

— the averaged maximum value of ICFE of ASR learning
is equal to: for attacks of the DoS/DDoS class CE =3.19; for
attacks of the Probe class CE =3.15; for attacks of the R2L
class CE=2.84; for attacks of the U2R class CE=3.27; for
virus attacks (VA)=2.56;

— the averaged value of optimal radius cr equals in code
units for RO classes, given in Table 3, respectively: for hy,,
class: DoS/DDoS — cr, =4; Probe — cr, =3; R2L - cr, =4;
U2R - cr; =4; BA - cr =5; for hy,,class: DoS/DDoS —




cr, =2; Probe — cr, =1; R2L — cr, =1; U2R — cr, =1; BA — The values of optimal RC cr, taking into consideration

cr,=2; for hy,, class: DoS/DDoS — cr,=3; Probe —  additional hypotheses for the examined simulation models
cr,=3; R2L - ¢y =2; U2R - ey =2; BA - cr; =3. of ASR learning, are given in Table 3.
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Fig. 2. Structural characteristics of anomalous and normal traffic: @ — normal traffic for simulation model;
b — traffic for the case of recognition of a network attack
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Fig. 3. Results of the stages of parallel clustering and formation of VAD for the recognition of attributes (on the example of

DoS attacks)

Table 3
Values of optimal RC cr for the examined simulation models of ASR learning
Values of optimal RC cr
No. Accepted hypotheses for RO
¢ coeprec ypotheses for ggi/s Probe RIL U2R BA
Basic hypotheses
Basic working hypothesis — hy., : o o o o o
1 |attribute (attributes) rc; of RO and indicator IE (characterizes stabili- [ci” =4-5|cr™ =3—4|cr™ =4-5|cp™ =4-5| e =5-6
ty of CIIS functioning [18, 23]) is within the normal state of CIIS
9 Hyp(.)the.:sis hy., - attribute (attributes) allows drawing a conclusion ™ =23 e =1-2 [er™ =1-2 [ =1-2| e =2-3
that indicator IE is lower than the norm
3 }I:I'y}péotliisis }ilyy3 allows drawing a conclusion that indicator IE is ™ =34 cr™ =34 e =2-3 e =2-3| ex™ =34
igher than the norm
Additional hypotheses for simulation model
4 |Hypothesis hy? — node of CIIS demonstrates increased network =4 | =4 =3 | =3 -
activity
5 Hypothesis hy?2 - I}ode of CIIS demonstrates increased activity e =3 e =3 el =3 ek =2 _
during external traffic




As was shown by data analysis, for IM, Fig. 1-3, qua-
si-optimal value of parameter ca,; of VAD equals VAD=8—
16 % at maximum value of CE,,,=6.16.

Thus, it was proved in the course of the simulation exper-
iment that the proposed algorithms for the clustering of RO
attributes enable us to obtain efficient learning matrices for
ASR as a part of ISDA.

6. Discussion of results of testing the algorithms and
prospects of further research

Scientific and practical results of research in the form of
software applications were implemented in ASR and adap-
tive expert systems (AES) of cyber protection, implemented
at the state enterprise “Design and engineering techno-
logical bureau of automation of control systems on railway
transport of Ukraine” of the Ministry of Infrastructure of
Ukraine, as well as in the information security services of
computing centers at the industrial and transportation en-
terprises in the cities of Kyiv, Dnipro and Chernihiv.

The proposed algorithms differ from the existing ones
by the possibility of simultaneous formation of reference
tolerances in the course of analysis of complex attributes
of anomalies and cyber attacks. This allows changing VAD
for all attributes simultaneously during the procedure of
training the existing and promising ISDA. The improved
algorithms are also focused on the possibility of processing
a large amount of specialized data during procedures of the
recognition and analysis of various types of attributes of
anomalies and targeted cyber attacks in CIIS.

The effectiveness of using the proposed algorithms de-
pends on the number of informative attributes, which are
used for the formation of BLM. In addition, efficiency of
algorithms is determined by the input data for ASR or
AES, formed at each step of clustering. When the number
of attributes is insignificant, the effect of using the modified
algorithm is negligible.

The results presented are a continuation of the research,
results of which were described earlier in articles [10, 18, 23].
The prospects of further research include the enlargement of
attributes knowledge base and the formation of BLM of ASR.

7. Conclusions

1. We proposed to refine the algorithm of splitting the
feature space into clusters in the course of implementation
of procedure for the recognition of anomalies and cyber
attacks, which differs from the existing algorithms by
the simultaneous formation of reference tolerances during
analysis of complex RO attributes, and allows simultaneous
changing of VAD for all attributes at every step of learning.
The proposed refinements make it possible to prevent possi-
ble cases of the absorption of one RO class of basic attributes
of anomalies and cyber attacks by another class. In this case,
predicate expressions were obtained for ASR that is capable
of self-learning.

2. We examined the devised algorithms on the simula-
tion models in MatLab. It was proved that the proposed al-
gorithms for the clustering of RO attributes enable to obtain
effective learning matrices for ASR as a part of ISDA.

References

1. Khan, L. A new intrusion detection system using support vector machines and hierarchical clustering [Text] / L. Khan, M. Awad,
B. Thuraisingham // The VLDB Journal. — 2006. — Vol. 16, Issue 4. — P. 507-521. doi: 10.1007 /s00778-006-0002-5

2. Ranjan, R. A New Clutering Approach for Anomaly Intrusion Detection [Text] / R. Ranjan, G. Sahoo // International Journal of
Data Mining & Knowledge Management Process. — 2014. — Vol. 4, Issue 2. — P. 29-38. doi: 10.5121 /ijdkp.2014.4203

3. Feily, M. A Survey of Botnet and Botnet Detection [Text] / M. Feily, A. Shahrestani, S. Ramadass // 2009 Third International
Conference on Emerging Security Information, Systems and Technologies. — 2009. doi: 10.1109/securware.2009.48

4. Mahmood, T. Security Analytics: Big Data Analytics for cybersecurity: A review of trends, techniques and tools [Text] / T. Mah-
mood, U. Afzal // 2013 2nd National Conference on Information Assurance (NCIA). — 2013. doi: 10.1109/ncia.2013.6725337

5. Dua, S. Data Mining and Machine Learning in Cybersecurity [Text] / S. Dua, X. Du. — UK, CRC press, 2016. — 256 p.

6. Zhang, S. An Empirical Study on Using the National Vulnerability Database to Predict Software Vulnerabilities [Text] / S. Zhang,
D. Caragea, X. Ou // Lecture Notes in Computer Science. — 2011. — P. 217-231. doi: 10.1007/978-3-642-23088-2_15

7. Lee, K.-C. Sec-Buzzer: cyber security emerging topic mining with open threat intelligence retrieval and timeline event annotation
[Text] / K.-C. Lee, C.-H. Hsieh, L.-J. Wei, C.-H. Mao, J.-H. Dai, Y.-T. Kuang // Soft Computing. — 2016. — Vol. 21, Issue 11. —

P. 2883-2896. doi: 10.1007/s00500-016-2265-0

8. Buczak, A. L. A Survey of Data Mining and Machine Learning Methods for Cyber Security Intrusion Detection [Text] /
A. L. Buczak, E. Guven // IEEE Communications Surveys & Tutorials. — 2016. — Vol. 18, Issue 2. — P. 1153—1176. doi: 10.1109/

comst.2015.2494502

9. Petit, J. Potential Cyberattacks on Automated Vehicles [Text] / J. Petit, S. E. Shladover // IEEE Transactions on Intelligent Trans-
portation Systems. — 2015. — Vol. 16, Issue 2. — P. 546—556. doi: 10.1109/tits.2014.2342271

10. Lakhno, V. A. Applying the functional effectiveness information index in cybersecurity adaptive expert system of information
and communication transport systems [Text] / V. A. Lakhno, P. U. Kravchuk, V. L. Pleskach, O. P. Stepanenko, R. V. Tishchenko,
V. A. Chernyshov // Journal of Theoretical and Applied Information Technology. — 2017. — Vol. 95, Issue 8. — P. 1705-1714.

11. Dovbysh, A. S. Information-extreme Algorithm for Recognizing Current Distribution Maps in Magnetocardiography [Text] /
A. S. Dovbysh, S. S. Martynenko, A. S. Kovalenko, N. N. Budnyk // Journal of Automation and Information Sciences. — 2011. —
Vol. 43, Issue 2. — P. 63-70. doi: 10.1615/jautomatinfscien.v43.i2.60

12.  Ameer Ali, M. Review on Fuzzy Clustering Algorithms [Text] / M. Ameer Ali, G. C. Karmakar, L. S. Dooley // IETECH Journal of
Advanced Computations. — 2008. — Vol. 2, Issue 3. — P. 169-181.



13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

Guan, Y. Y-means: a clustering method for intrusion detection [Text] / Y. Guan, A. A. Ghorbani, N. Belacel // CCECE 2003 —
Canadian Conference on Electrical and Computer Engineering. Toward a Caring and Humane Technology (Cat. No.03CH37436). —
2003. doi: 10.1109/ccece.2003.1226084

Halkidi, M. On Clustering Validation Techniques [ Text] / M. Halkidi, Y. Batistakis, M. Vazirgiannis // Journal of Intelligent Infor-
mation Systems. — 2001. — Vol. 17, Tssue 2/3. — P. 107—145. doi: 10.1023/a:1012801612483

Gamal, M. M. A Security Analysis Framework Powered by an Expert System [Text] / M. M. Gamal, B. Hasan, A. F. Hegazy //
International Journal of Computer Science and Security (IJCSS). — 2011. — Vol. 4, Tssue 6. — P. 505-527.

Lakhno, V. A model developed for teaching an adaptive system of recognizing cyberattacks among non-uniform queries in informa-
tion systems [Text] / V. Lakhno, H. Mohylnyi, V. Donchenko, O. Smahina, M. Pyroh // Eastern-European Journal of Enterprise
Technologies. — 2016. — Vol. 4, Tssue 9 (82). — P. 27-36. doi: 10.15587/1729-4061.2016.73315

Riadi, I. Log Analysis Techniques using Clustering in Network Forensics [Text] / I. Riadi, J. E. Istiyanto, A. Ashari, N. Subanar //
(IJCSIS) I International Journal of Computer Science and Information Security. — 2012. — Vol. 10, Issue 7.

Lakhno, V. Development of adaptive expert system of information security using a procedure of clustering the attributes of anoma-
lies and cyber attacks [Text] / V. Lakhno, Y. Tkach, T. Petrenko, S. Zaitsev, V. Bazylevych // Eastern-European Journal of Enterprise
Technologies. — 2016. — Vol. 6, Tssue 9 (84). — P. 32—44. doi: 10.15587/1729-4061.2016.85600

Kiss, 1. A clustering-based approach to detect cyber attacks in process control systems [Text] / I. Kiss, B. Genge, P. Haller //
2015 TEEE 13th International Conference on Industrial Informatics (INDIN). — 2015. doi: 10.1109/indin.2015.7281725

Dovbysh, A. S. Informatsionno-ekstremalnyy algoritm optimizatsii parametrov giperellipsoidnykh konteynerov klassov raspozna-
vaniya [Text] / A. S. Dovbysh, N. N. Budnik, V. V. Moskalenko // Problemy upravleniya i informatiki. — 2012. — Issue 5. —
P 111-119.

Lee, S. M. Detection of DDoS attacks using optimized traffic matrix [Text] / S. M. Lee, D. S. Kim, J. H. Lee, J. S. Park // Computers
& Mathematics with Applications. — 2012. — Vol. 63, Issue 2. — 501-510. doi: 10.1016/j.camwa.2011.08.020

Gao, P. Identification of Successive “Unobservable” Cyber Data Attacks in Power Systems Through Matrix Decomposition
[Text] / P. Gao, M. Wang, J. H. Chow, S. G. Ghiocel, B. Fardanesh, G. Stefopoulos, M. P. Razanousky // IEEE Transactions on Signal
Processing. — 2016. — Vol. 64, Issue 21. — P. 5557-5570. doi: 10.1109/tsp.2016.2597131

Lakhno, V. Design of adaptive system of detection of cyber-attacks, based on the model of logical procedures and the coverage
matrices of features [Text] / V. Lakhno, S. Kazmirchuk, Y. Kovalenko, L. Myrutenko, T. Zhmurko // Eastern-European Journal of
Enterprise Technologies. — 2016. — Vol. 3, Issue 9 (81). — P. 30-38. doi: 10.15587,/1729-4061.2016.71769

Dovbysh, A. S. Optimization of the parameters of learning intellectual system of human signature verification [Text] /
A. S. Dovbysh, D. V. Velikodnyi, J. V. Simonovski // Radioelectronic and computer systems. — 2015. — Issue 2. — P. 44—49.
Akhmetov, B. Designing a decision support system for the weakly formalized problems in the provision of cybersecurity [Text] /
B. Akhmetov, V. Lakhno, Y. Boiko, A. Mishchenko // Eastern-European Journal of Enterprise Technologies. — 2017. — Vol. 1,
Issue 2 (85). — P. 4—15. doi: 10.15587,/1729-4061.2017.90506

Callegari, C. Improving PCA-based anomaly detection by using multiple time scale analysis and Kullback-Leibler divergence
[Text] / C. Callegari, L. Gazzarrini, S. Giordano, M. Pagano, T. Pepe // International Journal of Communication Systems. — 2012. —
Vol. 27, Tssue 10. — P. 1731-1751. doi: 10.1002/dac.2432

Chinh, H. N. Fast Detection of Ddos Attacks Using Non-Adaptive Group Testing [Text] / H. N. Chinh, T. Hanh, N. D. Thuc //
International Journal of Network Security & Its Applications. — 2013. — Vol. 5, Tssue 5. — P. 63—71. doi: 10.5121/ijnsa.2013.5505





