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1. Introduction

In recent years, the way people control various kinds of 
technology has radically changed. The leading place in this 

process is taken by automated systems, SCADA (Superviso-
ry Control and Data Acquisition) systems included. Modern 
SCADA systems are widely spread all over the world to 
control technological processes in different areas such as 
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power engineering, the military, medicine, mining, metal-
lurgy, natural gas, the environment, etc. The given crucial 
application fields show that these systems should meet strict 
requirements to ensure their fault-tolerance and reliability 
in the process of their work at mission-critical facilities.

It is known that most of the failures in the system op-
eration occur due to errors of operational and maintenance 
personnel who have insufficient qualifications (and/or lim-
ited time resources with increased information flow) for 
supervisory control, quality assistance, and restoration of 
system operability. Therefore, the pressing problem is to de-
velop highly reliable and fault-tolerant SCADA systems by 
improving the methods of their automatic self-diagnostics in 
real time with the possibility of auto-recovery of their oper-
ability after reversible failures.

2. Literature review and problem statement

The modern SCADA system is a distributed multilev-
el and multitasking hardware-software complex (HSC) 
operating in real time [1, 2]. It is a complex, dynamic and 
difficult-to-formalize diagnostic system with a changing 
structure and functionality in the process of its life cycle. 
The effectiveness of SCADA work and the reliability of the 
data at all levels of its hierarchy depend on the operability 
of backbone nodes, data transmission channels, peripheral 
equipment and the consistency of the software system in 
general [3].

Problems in SCADA maintenance due to low-level diag-
nostics and the limited ability to restore SCADA operability 
after reversible failures have a negative impact on the quality 
of control for the Technological Control Object (TCO).

Models and methods of failure diagnostics in automated 
systems are considered in the works of the authors [4–10].

The methodology used to determine the efficiency of 
technological diagnostic systems is considered in work [4]. 
It is based on the calculations of diagnostic object indicators 
as well as technical diagnostic tools. The author also uses 
the indicator of the diagnosis method effectiveness in terms 
of the accuracy of diagnostic operations and includes the 
length of diagnosis time.

The method of SCADA diagnostics is presented in work 
[5]. It is based on a specific, unique alarm (index analysis) 
generated by the system in the event of a malfunction. The 
main idea is that each alarm relates to a particular fault in 
the system. These alarms are always generated by the system 
when a fault occurs, but are never generated for any other 
fault. The alarm is activated when a fault is detected in the 
system. It is generated according to predetermined relevance 
indexes for a changing set of faults in different contexts. 
However, this method does not always make it possible to 
identify the required fault in a changing set. In this case, this 
fault is considered indistinguishable and cannot be reliably 
diagnosed.

The application of SCADA to monitor a power station 
in Amareleja (Spain) is described in work [6]. The system 
allows detection of not only current faults, but also allows 
human operators to conduct long-term forecasts of equip-
ment status and abnormal trends in the operation of the 
facility. However, the system is aimed at diagnosing the 
operation of the TCO. It does not perform at all levels of the 
system hierarchy from the TCO to SCADA, which generally 

reduces the reliability of diagnostics for the entire complex 
“object-system”.

The method of fault diagnostics for oil transformers is 
given in work [7]. It is based on the application of the oper-
ational control method performed by SCADA which com-
bines information from a set of data sources and uses neural 
networks with back propagation of error. This diagnostic 
method gives a high coefficient of the diagnostic accuracy 
(up to 93 %) because it uses flexible strategies applied by 
expert systems. However, the diagnostic method presented 
requires large data sets to be processed, which significantly 
affects the time duration to establish the diagnosis.

Methods of fault diagnostics for wind turbines controlled 
by SCADA are examined in work [8]. The authors provide a 
review of a number of diagnostic methods, including meth-
ods based on artificial neural networks, fuzzy-logic methods, 
and combined methods such as adaptive neuro-fuzzy infer-
ence. The selection of an optimal set of monitored parame-
ters and quality of data (a noiseless signal from sensors) is 
very important to establish the diagnosis. The frequency of 
data interrogation by SCADA is critical too. If this frequen-
cy is measured in minutes, then the important information 
for diagnostics can be lost. Therefore, it is necessary to pre-
process the raw data from SCADA to establish an accurate 
diagnosis, especially when time limits apply.

The method of fault detection for industrial automation 
processes is described in work [9]. The method takes into 
account the work of automated systems with insignificant 
noise of the data measured and the possibility of constant 
monitoring of a complete set of monitored parameters. The 
authors use neural networks and regression analysis methods 
to approximate the functional dependence of continuous 
variables for the technological processes over time. They 
also show the application of the HMM (Hidden Markov 
Model) to monitor continuing process variables as a se-
quence of hidden states of discrete variables under different 
system modes. The detection of current faults at the same 
time reaches 87 %, but the failure prediction error rates for 
various operating modes of the system remain high enough.

The concept of automated system diagnostics based on 
Latent Variable (LV) models is considered in work [10]. 
The authors define process parameters which exceed the 
monitoring statistics on the basis of the archived data array 
collected by SCADA. These parameters are related to the 
operation of the equipment and the behavior of the process 
or the malfunction in the system. The approach is based on 
the ability of the operational personnel of the enterprise to 
give an expert assessment of the current technological pro-
cess and the operation of the equipment. Decision support 
systems based on knowledge can be applied to automate 
the process of forming an expert judgment. In this case, 
LV models must be unique and identifiable. It also requires 
processing large arrays of missing data, monitoring their 
integrity within the LV area which is set by the trainable 
sample. Restrictions on the use of LV models (built on the 
archive data of the system) consist of limiting the space of la-
tent variables determined by these archival data. LV models 
also cannot be used to extrapolate TCO operation modes for 
which monitoring statistics are not available.

Having analyzed the literature in the field of automated 
system diagnostics, we can make the conclusion that there 
has been no adequate resolution for the following problems 
in the methods of diagnostics applied today:
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– the intensity of the diagnostic information flows causes 
significant difficulties when it is necessary to process them 
operationally by the corresponding operational services of 
the enterprise;

– a large amount of data is considered low-level diag-
nostic information which requires the highly professional 
knowledge of technologists, IT specialists, and system inte-
grators in order to process;

– for most automated control systems, the Expert Sys-
tem (ES) methodology is used only to diagnose the state of 
the Technological Control Object (TCO) and not the states 
of the system hierarchy levels from TCO to SCADA.

Thus, today the unsolved part of the 
problem is the development of methods for 
complex automatic high-level diagnostics 
of the operability at all levels of the system 
hierarchy in the automated system from 
TCO to SCADA with the minimization of 
the diagnosis time to real time.

3. The aim and objectives of the study

The aim of the research is to increase 
the efficiency of the automated control sys-
tem for an industrial enterprise by provid-
ing automatic self-diagnostics for its com-
ponents – SCADA software and hardware 
in real time.

It is necessary to solve the following 
tasks to achieve the set aim:

– formation of a mathematical model to 
diagnose the operability of an integrated 
complex TCO – SCADA using the method-
ology of Expert Diagnostic Systems;

– conducting a study of the patterns for 
the formation of the diagnostic search space 
with reference to the knowledge base of the 
Expert System for a conflicting set of input 
data – diagnostic codes generated by the 
SCADA system in the event of failures; 

– development of a method to diagnose 
failures in an integrated complex TCO – 
SCADA with the minimization of the diag-
nosis search formation time;

– performing an analysis of the effec-
tiveness for the diagnostic method devel-
oped.

4. Mathematical model to diagnose the 
operability of automated systems based 
on the methodology of expert systems

We wish to put forward a scheme of in-
teraction between SCADA and the Expert 
System (see Fig.1) to solve the problem of 
automatic SCADA self-diagnostics using an 
Expert Diagnostic System as the diagnostic 
subsystem [11, 12].

The following designations are used to identify the 
above symbols in Fig. 1: DRTES – Diagnostic Real Time 
Expert System; DB – Database (basic components of the 
subject area, their properties and the relationships between 

them); KB – Knowledge Base (rules to construct structure 
variants from database components); IM – Inference Ma-
chine; SDC – System Diagnostic Codes; Human Machine 
Interface (HMI) is the interface between processes and 
human operators.

SCADA subsystem based on the Expert System derives a 
conclusion about the SCADA technical state, its functional 
components and processes. The conclusion is based on the 
analysis of the input data of the Expert System diagnostic 
codes generated by SCADA in real time. 

The diagnostic model of TCO and SCADA is shown in 
Fig. 2.

The following designations are used to identify the 
above symbols in Fig. 2: Х – a set of input parameters (these 
include controllable parameters of TCO and SCADA); Y – a 
set of output parameters (this is a diagnosis of the TCO and 
SCADA state; localization and identification of failures in 
hardware and software of TCO and SCADA; recommen-
dations for the recovery/auto recovery of their operability; 
recommendations for failure prevention, repair, hardware 

Fig. 1. Scheme of interaction between SCADA and the Expert System

Fig. 2. Diagnostic model of TCO and SCADA
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upgrades, software updates and recovery/auto recovery in-
cluded); Z – a set of factors which can impede the system’s 
reliability (for example, a power failure, a hardware failure, 
a DoS attack, external electromagnetic effects on system 
equipment, etc.); A – the operator of the model represent-
ed by a set of algorithms and/or functions; P – processes. 
A process is an executable program module that runs on a 
backbone node. A set of processes form SCADA software;  
K – Control Process Points (CPP). A Control Process Point 
is a virtual location with a given instruction in the execut-
able process code. When a failure occurs, it is possible to 
give the result based on the diagnostic code if the process 
passed/didn’t pass its control point. In other words, it is a 
diagnostic code about the process execution error. The set 
of diagnostic codes allows us to determine failures in the 
system; C – System Diagnostic Codes (SDC). These include 
software error codes, exceptions of classes and functions, 
process return codes, states of uncertainty (i. e. the partial 
or complete absence of information after the timeout is ex-
pired, etc.). Diagnostic Codes are generated in the process 
of SCADA operation; F – Types of SCADA Failures (TSF); 
Н – the relationship between a Control Process Point and 
Process. Q – the relationship between System Diagnostic 
Codes and Control Process Points as a disjunction of a set 
with possible values of the SDC for a given CPP; G – the 
relationship between a given set of SDC determined at the 
CPP to the relevant TSP.

Thus, the relationship G determines the TSF in SCADA 
using the set of SDC coming at the input of the ES.

G1ÌG – the relationship between a set of SDC and TSP 
which is completely determined at the set of SDC.

Suppose the SCADA subsystem based on the ES receives 
a set of input data ( )X tD  ordered by the time of generation 
for SDC in SCADA:

{ }1

( ) ( , , )( )

( , , )( ), ,( , , )( ), ,( , , )( ) ,

x y z

x y z x y z i x y z k

X t C K P t

C K P t C K P t C K P t

D = D =

=    	 (1)

where X(∆t) – a subset SDC Cx, generated by SCADA in the 
event of off-nominal passing /non-passing a subset CPP Ky 
which belongs to a subset of processes Pz; ∆t=(tk–t1) – the 
time interval to generate the SDC in SCADA for the given 
input data presented. 

Suppose the Knowledge Base (KB) of the ES for diag-
nosing a failure f∈F contains an alternative set of rules Gf⊂G 
for the logical derivation of the diagnosis, determined at the 
set Xf=(Cx, Ky, Pz)f.

( ),f ff G X=  	 (2)

{ }1 2, , , , , ,f i n f
X x x x x=    	 (3)

{ }1 2, , , , , .f j m f
G g g g g=    	 (4)

Skolem standard form for the formula of the deductive 
derivation rule in the Expert System Knowledge Base is as 
follows [13, 14]:

1 2 1 21 1 1
( ( , , , )) ( ( , , , )),

n n m

i n j ni i j
x w x x x g x x x

= = =
∀ ← ∃ ∧   	 (5)

which is interpreted as follows: “it is required to prove the 
truth of deducibility for the conclusion from a set of true 
premises”.

The following designations are used in formula (5):  
xi – a propositional variable corresponding to a certain SDC 
in the Expert System Database determined at the CPP; 
gj – a condition (premise), corresponding to accepted rules 
of failure determination; w – conclusion; n – the number of 
propositional variables; m – the number of conditions.

5. Formation of the diagnosis search space for failures in 
the automated system at the conflicting set of input data

We can determine the diagnosis search space as follows:

1 2 ( )

}

{ , , , }

{ .| ( ), ( )
uu n F

f f f

F f f f

f f G X X X t

= =

= ∩ D ≠ Æ∈



 	 (6)

Consider an example of the diagnosis search space for-
mation [13].

For instance:
X – a set of SDC determined at CPP in the Expert Sys-

tem Database;
G1 – a system of rules in the Expert System Knowledge 

Base to determine a failure in the system;
X(∆t) – a set of input data in the Expert System for a 

time interval ∆t.
We have:

{ }1 2 3 4 5 6 7 8 9 10 11 12 13 14 15, , , , , , , , , , , , , , ;X x x x x x x x x x x x x x x x=

{ }1 1 2 3 4 5 6 7 8 9 10, , , , , , , , , ;G g g g g g g g g g g=

1 11 1 1 4 6 11( , , , ) ( );f ff g x x x x G X= =

2 22 2 2 5 9 11 15( , , , , ) ( );f ff g x x x x x G X= =

3 33 3 2 3 7 10( , , , ) ( );f ff g x x x x G X= =

4 44 4 1 3 7( , , ) ( );f ff g x x x G X= =

5 55 5 7 13 14 15( , , , ) ( );f ff g x x x x G X= =

6 66 6 4 8 12 13( , , , ) ( );f ff g x x x x G X= =

7 77 7 5 8 15( , , ) ( );f ff g x x x G X= =

8 88 8 2 3 8 14( , , , ) ( );f ff g x x x x G X= =

9 99 9 6 11 12 15( , , , ) ( );f ff g x x x x G X= =

10 1010 10 9 10 13( , , ) ( );f ff g x x x G X= =

{ }1 3 7 12( ) , , , .X t x x x xD =

Required to find: the diagnosis search space for a set of 
input data X(∆t). To do this, it is necessary to form subsets n

mY  
on the basis of the set 2X(∆t). The elements of the given set are 
represented by m-tuples, where: n=|X(∆t)| – the number of ele-
ments in the set of input data X(∆t); m – the length of the tuple.

We consolidate the results of the formation of n
mY  based 

on the set of input data X(∆t) into Table 1.
There is a set of rules in the Expert System Knowledge 

Base Gm, j( ,
n
m jy ) which is relevant to each element ,

n
m jy ∈ n

mY ⊂ 
⊂2X(∆t) formed at the set of input data in the Expert System 
X(∆t). These input data form the diagnosis search space Fm, j:
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( )
,2 ,

i

X t n
f m jX yD∩ =  	 (7)

,\ ,
i i

n
f f m jX X y− =  	 (8)

, , ,: ,n
m j m j m jG y F→  	 (9)

{ } { }
1 1, 1 , ,

, , ( ), , ( ) ,
N Nm j N f f f fm j m j

F f f G X G X= =   	 (10)

where 
ifX −  – the set of SDC to derive a diagnosis fi and the 

values of its elements are not determined at the set of the 
input data X(∆t).

Table 1 

Representation of m-tuples on the basis of input data 2X(∆t) 

m n
mY | n

mY |

1 4
1 1 3 7 12}, , ,{Y x x x x=

 4

2 ( ) ( ) ( ) ( ) ( ) ( ){ }4
2 1 3 1 7 1 12 3 7 3 12 7 12, , , , , , , , , , ,Y x x x x x x x x x x x x=

 
6

3 ( ) ( ) ( ) ( ){ }4
3 1 3 7 1 3 12 1 7 12 3 7 12, , , , , ,  , , ,  , ,Y x x x x x x x x x x x x=

 
4

4 ( ){ }4
4 1 3 7 12, , ,Y x x x x=

 
1

If 
ifX −=Æ, then the set of rules Gfi is completely deter-

mined at the set of input parameters X(∆t) for the current 
state of the Expert System Knowledge Base. Otherwise, it 
is partly determined. 

We consolidate the results of the alternative search space 
formation into Table 2.

Table 2

Alternative spaces for diagnosis search

No. ,
n
m jy Fu ifX −

1
4
1,1 1

(
1

)2X t
fy X xD= ∩ = f1 1 4 6 11, ,{ }f xX x x− =

2
4
1,2 8

(
3

)2X t
fy X xD= ∩ = f8 { }

8 2 8 14, ,f xX x x− =

3
4
1,3 5

(
7

)2X t
fy X xD= ∩ = f5 { }

5 13 14 15, ,fX x x x− =

4
( )4

1,4 6 9 1
( )

2( )2 2( )X t X t
f fy X X xD D= ∩ ∨ ∩ =

f6 { }
6 4 8 13, ,f xX x x− =

f9 { }
9 6 11 15, ,fX x x x− =

5
(4

2,4 3
)

3 72 ,( ) ( )X t
fy X x xD= ∩ = f3 { }

3 2 10,f xX x− =

6
( )4

3,1 4 1 3 72 , ,( ) ( )X t
fy X x x xD= ∩ = f4 Æ

7

4
2,1 1 3( ),y x x=

Æ Æ

4
2,2 1 7( ),y x x=
4
2,3 1 12( ),y x x=
4
2,5 3 12( ),y x x=
4
2,6 7 12( ),y x x=

4
3,2 1 3 12( , , )y x x x=
4
3,3 1 7 12( , , )y x x x=
4
3,4 3 7 12( , , )y x x x=

4
4,1 1 3 7 12, ), ,(y x x x x=

According to Table 2, the diagnosis search space is de-
fined as follows:

4
3,1 3,1 4,y F f→ =

	
 (11)

4
1,4 1,4 6 9{ , },y F f f→ =  		  (12)

{ }3,1 1,4 4 6 9, , .uF F F f f f= ∪ =
	

 (13)

There are priority rules with absolutely determined pa-
rameters for the elements of Boolean 2X(Dt) with maximum 
cardinality to establish the diagnosis.

Formation of the diagnosis search space using the rules 
from the Expert System Knowledge Base with partially de-
fined parameters is carried out by finding a complement to 
the Boolean element 2X(Dt) for a subset of an ordered basis set 
of arbitrary cardinality. 

6. Application of data structure m-tuples in the method 
for failure diagnostics of an automated system

Consider the properties of the input data set in the Ex-
pert System and methods to work with them in detail [15]. 
The set is based on the elements of m-tuples n

mY  as part of 
Boolean 2X(Dt). 

Suppose we have a finite ordered increasing basis set:

{ }
{ }

1 1

1

, , , , ,

|1 , [1, ) ,

i i n

i i i

X x x x x

x i n i n x x

+

+

= =

= ≤ ≤ ∀ ∈ → <

 

	  	 (14)

where i – the ordinal number of the element x in the set X; 
n=|X | – the number of elements or the cardinality of the  
set X; “<” – comparison operator for the elements of the  
set X, defined individually, depending on the type of ele-
ments of the set X; 2X – Boolean of the set X; |2X |=2n – car-
dinality of Boolean.

12 , , , ,

!
|1 ,

!

{

!

}

,
( )

,X n n n
m n

n n n
n m m

Y Y Y

n
Y m n k Y

n m m

= =

 
= ≤ ≤ = = − ⋅

Æ



 

 	 (15)

where n
mY  – a subset of Boolean. The elements of the given 

subset are m-tuples. They consist of the elements from the set 
X. The set X is ordered by a right-hand search of its indexes 
in m-tuples from the lower boundary to the upper. n

mk  – car-
dinality of the subset .n

mY

{ 1, ,| ( , , , ),
m

n n n
m m j m j i i iY y y x x x

h
= =  

 

1 ,m≤ h ≤
 

, , ,n n
m mih h hα ≤ ≤ β

 
, ,n

m hα = h
 

}1, , [1, ) ,n
m i in m m x x

h h+hβ = − + h ∀h∈ → <  	 (16)

where ,
n
m jy  – m-tuple is an element of the set n

mY  and consists 
of the elements from the basis set X; m – the length of the 
tuple; j – an index (sequence number) of a tuple in the set of 
tuples ;n

mY  h – an element index in the tuple
 , ;n

m jy  ih – an 
index of a tuple element ,

n
m jy

 
in the basis set X;

 
,

n
m hα – lower 

boundary of change ih in m-tuple , ;n
m jy  ,

n
m hβ – upper bound-

ary of change ih in m-tuple , .n
m jy

Suppose I – an ordered increasing set of indexes which 
are elements of the set X:

	
{ } { }1,2, , |1 .I n i i n= = ≤ ≤  	 (17)

n
mJ  – an ordered increasing set of indexes which are ele-

ments of the set n
mY :
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{ } { }1,2, , |1 .n n n
m m mJ k j j k= = ≤ ≤

	
 (18)

n
mI  – a set of tuples which contains indexes of basic ele-

ments for the tuples of the set n
mY : 

{ } {

}

,1 ,2 , , 1,

1

, , , | ( , , , , ),

1 , , 1 ,

, [1, ) 1 .

n
m

n n n n n n
m m m m j m j mm k

n
m

I i i i i i i i i

j k i I m

i n m m i i

h

h

h h+ h

= = =

≤ ≤ ∈ ≤ h ≤

h ≤ ≤ − + h ∀h∈ → − ≥

  

	 (19)

,
n
m ji – a tuple of indexes of basic elements in the tuple , .n

m jy
We can specify the following dependencies between the 

ordered sets given above: 
– indexing elements from the ordered basis set X:

1 : ;X Iφ →  	 (20)

– searching for elements of the basis set X using its index:

1
1 : ;X I−φ ←  	 (21)

– forming ordered sets of m-tuples n
mY  from the elements 

of the ordered basis set X with cardinality n: 

2 : ;n
mX Yφ →

	
 (22)

– projecting ordered sets of m-tuples n
mY  onto elements of 

the basis set X with cardinality n: 

1
2 : ;n

mX Y−φ ←  	 (23)

– forming ordered sets of m-tuples n
mI  from the elements 

of the ordered basis set I with cardinality n: 

3 : ;n
mI Iφ →  	 (24)

– projecting ordered sets of m-tuples n
mI  onto elements of 

the basis set I with cardinality n: 

1
3 : ;n

mI I−φ ←
	

 (25)
 
– indexing the elements of ordered sets n

mY , which consist 
of m-tuples ,

n
m jy : 

4 : ;n n
m mY Jφ →  	 (26)

– searching for elements of the set n
mY  using its index:

1
4 : ;n n

m mY J−φ ←
	

 (27)

– indexing the elements of ordered sets of m-tuples 
n

mY  
using the elements of ordered sets of m-tuples n

mI :

5 : ;n n
m mY Iφ →

	
 (28)

– searching for elements of ordered sets of m-tuples 
n

mY  
using the elements of ordered sets of m-tuples n

mI :

1
5 : .n n

m mY I−φ ←  	 (29)

The following methods are proposed for consideration to 
carry out the search and projection of elements in ordered sets:

– determining the values in the tuple of indexes ,
n
m ji

 
using 

the ordinal number j for the element of the ordered set n
mY  [15]:

1 ,: ;n
m jA j i→  	 (30)

– determining the ordinal number j for the element of the 
ordered set 

n
mY  using the tuple of indexes n

mi :

2 ,: ;n
m jA j i←

	
 (31)

– determining the complement to the tuple of indexes ,
n
m ji  

to the basis set I:

3 , ,: ;n n
m j m jA i i←

	
 (32)

– determining the complement to the element ,
n
m jy  to the 

basis set X:

4 , ,: .n n
m j m jA y y←

	
 (33)

Consider formal rules to determine the dependency j←
,

n
m ji

 
based on the method A2.
We have: 

{ }1| , 1 , [1, ) ,i i iX x n X i n i n x x += = ≤ ≤ ∀ ∈ → <

( ), 1, , , , , ,n j j j
m j mm i i i ih=  

Required to find: j← , .n
m ji  

Solution:
1. We verify that our input data are correct: X and m

1[1, ) ,i ii n x x +∀ ∈ → <  1 .m n≤ ≤ 	  (34)

2. We form Table 3 with the dimension (m+1)×4 to calcu-
late the parameters , ,n

m hα  , ,n
m hβ

 ,
n
m hµ :

, , ,[1, ] ( , , ).n n n
m m mm n m mh h h∀h∈ → α = h β = − + h µ = − h

	
(35)

Table 3 

Areas of index definitions ih

h ,
n
m hα ,

n
m hβ ,

n
m hµ 1

1 1 n–m+1 m–1

… h n–m+h m–h m

m m N 0

3. We verify that input data are correct:

( ), 1 , , , , .n j j j
m j mi i i ih=    	 (36)

The condition of correctness ,
n
m ji :

( ), ,[1, ]j n j n
m mi m ih h h h∀ ∈ → α ≤ ≤ β , 

( )1[1, ] 1j j ji m i ih h h−∀ ∈ → − ≥ .	 (37)

4. We form Table 4 with the dimension ( ,1
n
mβ – ,1

n
mα +4)× 

×(2m+1)
 

to calculate parameters m
n iC

h

−h
−  which determine 

the number of elements in the set n
mY . These elements are 

obtained by performing an ordered right-hand search of 
indexes beginning with ih in the given area: 

, ,( [1, ])&( [ , ])

( )!
.

(( ) ( ))! ( )!

n n
m m

m
n i

m i

n i
C

n i m mh

h h h

h−h
−

h

∀h∈ ∀ ∈ α β →

−
→ =

− − − h × − h
 	 (38)
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Table 4 

Calculation of parameters m
n iC

h

−h
−  

h 1 2 … M 1

,
n
m hµ m–1 m–2 … 0 2

ih i1
m
n iC

h

−h
− i2

m
n iC

h

−h
− … … im

m
n iC

h

−h
− 3

,
n
m hα ,1

n
mα

,1

1
n
m

m

n
C −

−α ,2
n
mα

,2

2
n
m

m

n
C −

−α … … ,
n
m mα 1

… … … … … … … … … ,1
n
mβ – ,1

n
mα +1

,
n
m hβ ,1

n
mβ

,1

1
n
m

m

n
C −

−β ,2
n
mβ

,2

2
n
m

m

n
C −

−β … … ,
n
m mβ 1

5. We form Table 5 with the dimension ( ,1
n
mβ – ,1

n
mα +2)× 

2m to calculate , ( )n
mJ ih h :

Table 5 

Calculation of , ( )n
mJ ih h

i1 ,1 1( )n
mJ i i2 ,2 2( )n

mJ i … … im , ( )n
m m mJ i 1

,1
n
mα Formulas  

(39)–(42) ,2
n
mα Formulas  

(39)–(42)
… … ,

n
m mα Formulas  

(39)–(42)

…
Formulas  
(39)–(42)

…
Formulas  
(39)–(42)

… … …
Formulas  
(39)–(42) ,1

n
mβ – ,1

n
mα +1

,1
n
mβ Formulas  

(39)–(42) ,2
n
mβ Formulas  

(39)–(42)
… … ,

n
m mβ Formulas  

(39)–(42)

The calculation of , ( )n
mJ ih h  to fill in Table 5 is carried out 

by using formulas (39), (41).

1

1

1 ,1

,1

1

1
,1 1

1
,1 1 1 ,1

1
,1 1 ,1 1 1 ,1 1

( ) :

( ) : , ,

( ) : ( 1) , ( , ].

j

n
m

n
m

i
n m
m n i

i

n m n
m mn

n n m n j
m m n i m

J i C

J i C i

J i J i C i i

−
−

=α

−
−α

−
−

= =

 = = α= 
= − + ∈ α

∑

	 (39)

We calculate jmin using formula (40).

 
1

1
1 , min

1

, min 1

, , 1

( ( , ]) ( ) :

( ) : , 1,

( ) : ( 1) , ( 1, ].

j

j

i
j j n m

m n i
i i

n m j
m n i

n n m j j
m m n i

i i i J i j C

J i j C i i

J i J i C i i i

h

h

h h−

h

h

−
h h− h h h −

= +

−h
h h − h h−

−h
h h h h − h h− h

∈ → = + =

 = + = += 
= − + ∈ +

∑

	 (41)

The final rule for method A2:

Answer: , * * ,( : ( )) ( : ( )).n j n j
m m m mj J i j J ih h= ∨ =  

7. Comparative evaluation of the performance of 
algorithms with sequential access to the Boolean of input 

data and usage of method A2

We will use the asymptotic estimate O(f(n)) of the 
increased rate in the number of operations f(n) with increas-
ing n to estimate the productivity of the methods. O(f(n)) 
is calculated for the worst case, when the input data of the 
length n require the maximum time for the execution of the 

algorithm. Thus, O(f(n)) is a “truncated” estimate of the 
execution time of the algorithm which shows the asymptotic 
changes of f(n) when n→∞.

The data structure “m-tuples based on ordinary sets 
of arbitrary cardinality n” is a list with sequential access 
containing 2n elements. Therefore, when searching for an 
element at the end of the list (the worst case), the function to 
calculate the number of operations is as follows:

( ) 2 .nf n = 	  (43)

Accordingly, the estimated time of the algorithm exe-
cution “Searching for an element in a list with sequential 
access” is as follows: 

( ( )) (2 ).nO f n O=  	 (44)

Thus, the given algorithm refers to algorithms with the 
exponential time of execution. 

Method A2 allows us to transform a list with sequen-
tial access to a list with direct access when using the data 
structure “m-tuples based on ordinary sets of arbitrary 
cardinality n.” 

We calculate the estimation of the execution time for 
method A2.

The function to calculate the number of operations for 
method A2 is as follows:

	

2 3 4 5( ) ( ) ( ) ( ),t t tf n f n f n f n= + +
	

 (45)

where ft3(n), ft4(n), ft5(n)
 

– functions to calculate the 
number of operations when filling in Tables 3, 4 and 5, 
respectively.

When filling in Table 3, for the worst case (m=n) we 
have:

 

3( ) 3 .tf n n= ⋅  	 (46)

Accordingly, the time estima-
tion when filling in Table 3:

3 3 3( ( )) ( ).t t tO f n O n=
	

(47)

We will calculate the function of the number of opera-
tions for an element from Table 4 fC(n) to calculate ft4(n). 
According to this, an element from Table 4 in general can be 
calculated using the following formula:

!
,

! ( )!
m
n

n
C

m n m
=

⋅ −
 	 (48)

for m<n/2 we have:

! ( 1) ...
,

! ( )! !

m multipliers

m
n

n n m n
C

m n m m
− + × ×

= =
⋅ −



		

(49)

( ) 2 ( 1) 1.Cf m m= ⋅ − +  	 (50) 

For m>n/2 we have:

! ( 1) ...
,

! ( )! ( )!

m multipliers

m
n

n m n
C

m n m n m
+ × ×

= =
⋅ − −



 	 (51)

  

  

1 , 1 1 min , , 1 1 min( (1, ]) (( )?( : , : ( ) : ( 1)) : ( : 0)), (40)j n j n n j
m m mm i i i j J i J i jh− h− h h− h h h− h−h∈ → > α = = = − =

* , * , * * ,(( * )&( : , [1, *]))?( : ( )) : ( : ( )). (42)n n j n j
h m h m m m mm i h m j J i j J ih + h + h hh < = β ∈ − h = =
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( ) 2 ( 1) 1.Cf n m n m− = ⋅ − − +  	 (52)

Thus, in the worst case for m=n/2 we have:

( ) 2 ( / 2 1) 1 1.Cf n n n= ⋅ − + = −  	 (53)

Accordingly, the estimated time to calculate an element 
from Table 4 is as follows:

( ( )) ( ).C C CO f n O n=  	 (54)

The function to calculate the number of operations when 
filling in Table 4 is as follows:

4( ) ( 1) ( ).t Cf n m n m f n= ⋅ − + ⋅
	

 (55)

In the worst case for m=n/2 we have:

3 2
4( ) / 2 ( / 2 1) ( ) / 4 / 2,t Cf n n n f n n n= ⋅ + ⋅ = +  	 (56)

3
4 4 4( ( )) ( ).t t tO f n O n=  	 (57) 

We will calculate the function of the number of opera-
tions for an element from Table 5 fJ(n) to calculate ft5(n). In 
general, the element from Table 5 is calculated using formula 
(41) and consists of maximum n–m summands:

( ) .Jf n n m= −  	 (58)

For the worst case (m=1):

( ) 1.Jf n n= −  	 (59)

Based on (59), the estimated time to calculate an ele-
ment from Table 5 is as follows:

( ( )) ( ).J J JO f n O n= 		  (60)

The function to calculate the number of operations when 
filling in Table 5 is as follows:

5( ) ( 1) ( ).t Jf n m n m f n= ⋅ − + ⋅  	 (61)

In the worst case for m=n/2 we have:

3 2
5( ) / 2 ( / 2 1) ( ) / 4 / 2,t Jf n n n f n n n= ⋅ + ⋅ = +

	
(62)

3
5 5 5( ( )) ( ).t t tO f n O n=

	
 (63)

Therefore, the estimated time for method A2 is as follows:

3
2 2 2( ( )) ( ).O f n O n=  	 (64)

Thus, A2 
is an algorithm of cubic execution time.

8. The results to evaluate the performance of algorithms 
with sequential access to the Boolean of input data and 

using method A2 

We form a comparative table of changes in the number of 
operations when n is increasing for the cubic (method А2) and 
exponential (sequence access) time of execution (Table 6). 

Table 6 

The number of operations for methods with cubic and 
exponential time of execution

N n3 2n ∆=2n–n3

1 1 1 0

5 125 32 –93

10 1 000 1 024 24

15 3.375×103 3.277×104 ~104

20 8.0×103 1.049×106 ~106

25 1.563×104 3.355×107 ~107

30 2.70×104 1.074×109 ~109

35 4.288×104 3.436×109 ~109

40 6.40×104 1.1×1012 ~1012

45 9.113×104 3.518×1013 ~1013

50 1.250×105 1.126×1015 ~1015

Graphs of functions of increasing numbers of operations 
f(n), f2(n) for sequential access to elements of the given data 
structure and using algorithm A2 are shown in Fig. 3.

Fig. 3. Graphs of the speed of increasing numbers of 
operations for methods with sequential and direct access to 

the given data structure 

Taking into account that modern CPUs have a clock 
frequency more than 3 GHz and an average MAC operation 
(MAC – Multiplier/Accumulator is an operation called 
fused multiply – accumulate Y=Y+A×B) is performed in 4 
clock cycles, we can set the following execution time for one 
operation in the given methods: 

9 94 / (3 10 ) 1,33 10 1,33 .H sz s n−τ = ⋅ = ⋅ =  	 (65)

We perform a comparative analysis to estimate the time 
of execution for the given methods (Table 7). 

According to Table 7, we can see that if we work with the 
data structure “m-tuples based on ordinary sets of arbitrary 
cardinality n” as a list with sequential access, it is quicker 
to get access to elements of this data structure unlike using 
method A2 when n<10. 
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If n=10, the execution time of the methods which work 
with the data structure as a list with sequential access as well 
as method A2 is approximately the same.

If n≥40, method A2 of direct access to the elements of the 
data structure is several orders of magnitude faster than the 
methods of sequential access to them. Algorithms that im-
plement the methods of sequential access with exponential 
execution time are generally extensive and refer to the com-
plexity class NP-hard (non-deterministic polynomial). The 
application of method A2 takes the problem to the complexity 
class P (polynomial), that is, the algorithm to implement 
A2 is executed in polynomial time. According to Cobham’s 
thesis, complexity class P belongs to the fast-executing com-
plexity class.

Table 7 

Estimation of the execution time for methods developed to 
work with given data structure

N O(n), s O(n3), s O(2n), s

1 1.33×10-9 1.33×10-9 1.33×10-9

5 6.65×10-9 1.663×10-7 4.256×10-8

10 1.33×10-8 1.33×10-6 1.362×10-6

15 1.995×10-8 4.489×10-6 4.358×10-5

20 2.66×10-8 1.064×10-5 1.395×10-3

25 3.325×10-8 2.078×10-5 4.463×10-2

30 3.99×10-8 3.591×10-5 1.428

35 4.655×10-8 5.702×10-5 45.70

40 5.32×10-8 8.512×10-5 1.462×103≈25 min

45 5.985×10-8 1.212×10-4 4.680×104≈13 h

50 6.65×10-8 1.663×10-4 1.498×106≈17 days

55 7.315×10-8 2.213×10-4 4.792×107≈18 months

9. Discussion of the research results to investigate the 
effectiveness of the diagnostic method developed by the 

criterion of the diagnostic time duration 

1. We developed a diagnostic mathematical model using 
the methodology of Expert Systems to study the processes of 
functional diagnostics for the automated system operability 
in order to minimize the time needed to establish the diag-
nosis. The distinctive features of this model are as follows:

– complete diagnostics of the entire integrated complex 
TCO – SCADA. This can be achieved by processing a com-
plete set of input data in the diagnostic model – diagnostic 
codes generated by SCADA at all levels of the hierarchy 
(hardware platform – operating system – software develop-
ment and execution environment – SCADA configuration 
software – run-time SCADA software – software to control 
and monitor TCO);

– minimization of the time for the diagnosis search for-
mation space when working with a conflicting set of input 

data in the model developed – system diagnostic codes. 
Minimization of the diagnostic time is achieved due to the 
fact that we apply methods to work with the data structure 
“m-tuples based on ordinary sets of arbitrary cardinality n” 
instead of methods with sequential access to the elements of 
the Boolean of input data.

2. Investigation of the patterns for the diagnosis search 
formation space for the Boolean of input data showed that 
the access time to the elements of the Boolean of input data 
increases depending on the number of input data n:

– using the exponential functional dependence 2n for 
sequential access to the elements of the data structure;

– using the cubic functional dependence n3 for direct 
access to the elements of the data structure.

3. A distinctive feature of the method developed to 
form the diagnosis search space for the integrated complex 
TCO – SCADA is the minimization of the access time to 
the elements of the Boolean of input data 2X(Dt) as well as 
the minimization of the time to obtain the complement to 
the element of Boolean 2X(Dt) to a subset of the ordered basis 
set. This allows us to quickly determine conflicting groups 
of input data.

4. The effectiveness analysis of the diagnostic method 
developed by the criterion of the diagnosis search duration 
showed that the algorithm realizing this method allows us 
to segue from the tasks of the NP-hard complexity class in 
general to the tasks of the P complexity class, unlike the 
diagnostic method with sequential access to the elements. 
This approach allows us to minimize the time to establish 
the diagnosis to real time. This has a significant impact when 
processing a set of input data of arbitrary n≥40 (Table 7).

10. Conclusions

1. The method developed for the diagnosis search for-
mation space changes the functional dependency of the 
execution time estimation for the algorithm in accordance 
with the number of its input data n from exponential O(2n) 
to cubic O(n3).

2. The effectiveness of the method developed is con-
firmed by the fact that the formation time of the diagnosis 
search space is minimized to real-time, which is especially 
noticeable for the number of input data n≥40. 

3. The method developed for automatic self-diagnostics 
for the integrated complex TCO – SCADA allows creating 
methods and algorithms for SCADA automatic self-recovery 
after reversible failures in real time.

4. The method developed to diagnose the operability 
of an integrated complex TCO – SCADA is a prerequisite 
for creating a methodology and a mathematical basis for 
the design and implementation of maintenance-free hard-
ware-software complexes.
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