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1. Introduction the global scale, which leads to numerous problems in terms

of resource planning for different administrative domains.

The increase in popularity of cloud-based services stim-  Effective resource planning implies simultaneous provision
ulates spreading of distributed centers of data processing on  of minimized violation of Service Level Agreement, SLA,




decreasing the cost of using cloud-based services and in-
creasing the level of energy saving, as well as the profit of a
service provider. However, non-stationarity of demand for
cloud resources generates variable load peaks, making inef-
fective the mechanisms of reactive scaling of services that
initialize the process of allocation of additional resources
only after exceeding a critical value by a particular metric.
That is why an active area of research is proactive and pre-
dictive principles of resource management that allow us to
initialize allocation of necessary resources in advance. In
addition, the use of predictive mechanisms makes it possible
to provide effective redistribution of resources by identi-
fying unsuccessful candidates (data centers or individual
servers) for hosting virtual machines. In this case, prediction
of SLA violation allows removing uncertainty regarding the
functional state of services at different levels of the cloud
system and increase efficiency of multi-criteria optimizing
algorithms when planning allocation of resources [1].

One of the approaches to prediction of SLA violation at
different levels of a cloud-based system is to use the ideas and
methods of machine learning, which form a predictive model
by analyzing time series of changes in key indicators of per-
formance, key indicators of quality and system messages [2].
However, the use of traditional one-level methods of machine
learning, which is characterized by exponential dependence
of the number of model parameters on the number of recog-
nition features, under conditions of multi-dimensionality of
observation leads to an increase in requirements for comput-
ing resources and the volume of learning data. That is why
the most promising direction of synthesis of analytic tools
of the system of cloud environment management is usage of
the methods of feature learning. These methods are designed
to generate informative dictionary of independent features
of the higher level of abstract character with relatively low
dimensionality, which greatly simplifies the synthesis of
decision rules.

Thus, development of the method of learning features
and decision rules for prediction of SLA violation is a rel-
evant direction of research as it is directed at increasing
efficiency of the system of cloud environment management.

2. Literature review and problem statement

The main problem of service providers of cloud environ-
ment is to determine the best compromise between profit
and users’ satisfaction. However, solution of this problem is
complicated by a priori uncertainty regarding the functional
state of the service as a result of non-stationarity of demand
and heterogeneity of physical and virtual components of
IT-infrastructure. Papers [3, 4] suggested application of
the algorithms of a decision tree, random forests and Naive
Bayes to remove uncertainty concerning compliance with
SLA conditions, associated with exceeding service response
time, service availability or a decrease in information safe-
ty. However, a small number of features were controlled in
proposed approaches, which prevented obtaining a highly
reliable predictive model for advances period of time suffi-
cient for the use of necessary measures. The authors of [4, 5]
proposed to examine the trends of using resources within a
sliding window of the assigned size for the formation of fea-
ture description of predicted functional states. In study [5],
the prediction model is based on recurrent neural network
of Long Short-Term Memory, LSTM. The use of such a net-

work made it possible to reduce response time of the services,
but the experiment was carried out on virtual simulators and
on data of limited volume tracing. In this case, LSTM net-
work is quite deep while deployed in time and requires large
amounts of training dataset in order to avoid the overfitting
effect, which makes the model ineffective for a long time of
service operation. Paper [6] considers prediction of SLA vi-
olations as a result of overloading of network channels in the
IT-infrastructure of the data center, based on a deep model
that just needs a large amount of training dataset to avoid
convergence to the local extremum of function of losses.

Development of the ideology of autonomous computing
in cloud-based systems causes research and implementation
of technologies of predictive analysis at all levels of info-
communication system. Telemetry data that are accumulat-
ed in the data center management system are characterized
by high dimensionality, lack in the balance of the number
of samples, representing functional states of services and
relatively small amount of labeled data on SLA violation,
especially at the beginning of deployment of new services.
The authors of [7, 8], in order to analyze high-dimensional
data with a small number of labeled samples, propose to use
unsupervised feature learning for the full dataset and to car-
ry out training of the classifier of functional states on labeled
samples, encoded by learned features. Articles [9, 10] show
a high efficiency of neural network algorithms for feature
learning based on stacking of autoencoders and restricted
Boltzmann machines. However, this approach requires very
large amount of data and computational resources, which
increases costs on data analysis and delays in building up
an effective model for prediction of the state of individual
services. That is why the methods of matrix factorization
for analyzing multi-dimensional samples and stacking into
a multilayer structure, based on nonlinear transformation
and pooling operator, are actively explored [8, 11]. These
methods include Principal component analysis, PCA, and
Independent component analysis, ICA, and Non-negative
matrix factorization, NMF. Papers [11, 12] show that the
most effective factorization is the one, which provides sparse
data representation. Sparse encoding allows getting noise
immunity of compact representation of input data, where
each observation can be represented as a linear combination
of a small number of basic vectors, which makes its interpre-
tation and subsequent analysis easier.

Papers [12, 13] propose the algorithm of sparsely encod-
ing neural gas that allows us to perform incremental unsu-
pervised learning of feature basis according to principles of
self-organization and Orthogonal Matching Pursuit, OMP.
In this case, the algorithm of sparse encoding neural gas is
suitable for samples of limited volume. The proposed algo-
rithm showed high efficiency in analysis of images and noisy
signals, however, its organization in a multilayer structure
for simplifying of analysis of multi-dimensional observations
of little formalized process has not been explored yet.

The most effective methods of machine learning for
labeled samples of limited number are based on building
an optimum separate hypersurface in the framework of a
geometric approach. Articles [10, 11] consider the use of the
method of supporting vectors, which perform space trans-
formation for construction of a separate hypersurface, how-
ever, its application requires computational time-consuming
regularization of the model by selecting kernels and regu-
larization coefficient. The authors of [14, 15] propose the
method of transformation of the space of original features



using computationally efficient operations of comparison
and “excluding OR” for building separate “hyperspheres”
(hyper-parallelepiped) in the binary space of secondary fea-
tures. In this case, binary feature encoding and population
algorithm of optimization of parameters of decision rules by
the information criterion makes it possible to create auto-
matically an effective model of a classifier, which makes ap-
plication of the approach for analysis of monitoring of cloud
systems data promising.

3. The aim and objectives of the study

The aim of present research is to increase efficiency of
formation of feature description and decision rules for the
prediction of violation of SLA conditions in a cloud-based
data center.

To accomplish the set goal, the following tasks had to be
solved:

— to develop a method of learning of hierarchical feature
extractor based on ideas and methods of neural gas and
sparse encoding of observations and to compare its effective-
ness with the autoencoder;

— to develop algorithms of machine learning for a system
for prediction of SLA violation using binary feature encod-
ing and populational optimization of parameters of decision
rules by the information criterion;

— to explore dependence of reliability of prediction de-
cisions of a system that are made in operating mode for test
data, from parameters of feature extractor and decision rules.

4. Algorithms of feature learning and decision rules

Collection of observations for feature learning goes on
by scanning the archive history of changing the metrics of
productivity of info-communicative service by the fixed-size
window W, within which their values are read in time with
an assigned step A. For traning decision rules, the sample of
these windows with a classified service state at the moment
of time is formed, which is ahead of the window by At steps.
In this case, two functional states are considered — class
X! — normal functioning state, and X, — violation of SLA
conditions.

An important step of data analysis is preliminary nor-
malization with the view to removing linear correlation of
components of observation and the unification of primary
feature representation. Data whitening with the use of the
method of ZCA (Zero-phase Component Analysis) is one
of the most common methods of preliminary data normal-
ization. ZCA method implies performance of the following
steps:

1) calculation of mean selected value of features
p=mean(X);

2) calculation of co-variative matrix of selected observa-
tions X:=coov(X);

3) singular decomposition of co-variative matrix Z=VDT7;

4) whitening of each observation by formula

U127 T
x;:=VD"V (x; — ).
In general case, learning of feature representation im-

plies the search for a set of parameters by unlabeled data,
for example, in the form of a set of basis vectors C, which are

subsequently used by the algorithm of encoding for recon-
struction of input data distribution. For building a dictionary
of basis vectors C, it is possible to use the algorithms of vector
quantization, such as k-mean or neural gas. Neural gas is
based on the principles of “mild” competition, which is why it
is characterized by better convergence, independence on the
initial search point and more optimum distribution of vectors
of a code book. Formation of the feature representation can be
performed by one of the method of sparse approximation, for
example, the method of orthogonal matching pursuit (OMP).
However, the method of optimized orthogonal matching pur-
suit (Optimized OMP, OOMP) [13] is more effective in terms
of minimization of the norm of approximation of residual.
Implementation of encoding in OOMP method is an iterative
procedure and includes the following major steps:

1) search for the /-th column of the matrix of formed basis
vectors C, which has not been selected (not added to set U)
yet, with the aim of minimizing the norm of the obtained
residue at the current step:

2
. . . v .
L= arg minmin |x ;=C a||2,

2) updating of a set of selected basis vectors

U=Uul

3) solution of optimization problem

2
OMP ._ . v lIF.
a;" = argmdln"xj c a"z,

4) calculation of current residue

g =1, —Ca?MP;

5) moving to step 1 until k-iterations are completed.

To decrease computational complexity of the first step,
it is possible to use the population-based search algorithm
or implementation, proposed in paper [12], where temporary
matrix R is introduced, which in the beginning is equal to
R=@r1yeeey 1., 1) =C at 87 = xj.’, and at each step is specified
by formula

n=n=(n )
where 7, is the column of matrix R that has maximum over-
lap with the current residue €, the index of which has not
yet been added to U, but determined form formula

l

— T UN2

win T argr}vll?g((n ei ) . (2)
In the same way, value of remainder is updated during

each iteration

v._ .U T U
g =g _(rl,{‘,,,ei )"lm- 3)

Neural gas, which is used to search for C, is the algorithm
of self-organization of unstructured grid for identifying
topological data structure. In general case, the algorithm of
neural gas includes the following basic steps:

1) initialization of dictionary C=(cy,..., cy) by random
values from uniform distribution;

2) selection of the z-th input observation x from set X,
which has volume ¢,,,y;



3) calculation of coefficients of dimensions of vicinity of
neighborhood and learning speed from formulas:

}Lff = XO(;\'ﬁnal / 7\’0 )[/tmx ’ (4)
o, 1= Oty (O / 0)/ ", ®)

where Ay, Afina are the initiative and final values of coefficient
As; 0o, Ofinal are the initial and final values of coefficient a;

4) calculation of the distance of input vector x to the
words of code book C and their arrangement in ascending
order

||x—c, S...S"x—cl ||S...S||x—c, ||,
0 k M-1

5) performance of M—1 iterations of updating of code
words from formula

-t a,e M (- ¢, ) k=1LM-1

6) moving to step 2, if t<tyax.

For adaptation of the algorithm of vector quantization
to a selected encoding scheme in order to reduce errors
of sparse approximation, we propose to use the modified
algorithm, studied in paper [13]. A modified algorithm of
neural gas for sparse encoding of observations consists of the
following steps:

1) initialization of dictionary C=(cy,..., cy) by random
values from uniform distribution;

2) selection of the ¢-th input observation x from set X,
which has volume ¢,,44;

3) normalization of basis vectors cy,..., ¢y by reducing
them to unit vector;

4) calculation of coefficients of dimensions of vicinity
of neighborhood and of learning rate from formulas (4)
and (5);

5) initialization of a set of indices of columns C, which
have already been used during ¢-iterations U=xw;

6) initialization of residue that is minimized, eV=x;

7) initialization of temporary matrix R=(r1,..., 7j..., )=
=C, orthonormalized according to C;

8) initialization of the counter of steps of residue refine-
ment =1 h=1K-1;

9) calculation of distance (scalar product) of vector 7, to
eV and their arrangement in ascending order

T UN\2 T UN\2 T UN2.
—(n e ) S.s=(ne ) <.<-=(n,  €);

10) initialization of the counter of steps of code book
refinement

k=0,k=0,M-h-1;

11) updating of code book words at the k-the step with
the use of principles of orthogonality to the sub-space, as-
signed in CY and by the Oja’s rule [11]

¢, =0, + Ay,

no=n A,

where

Ay =, exp(=k /L)y —yn),

where
Tl
y=n¢e;

12) normalization 7 by reducing to unit vector;

13)if k<0, M —h-1, move to step 11;

14) determining of winner basis from formula (2);

15) updating of matrix R and current residue €/ from
formulas (1) and (3);

16) updating of matrix of selected basis vectors

Uv=U0vl,;

17) if h<K-1, move to step 11;

18) if t<typur, move to step 2, otherwise — end of pro-
cessing.

The first layer of feature extractor may carry out analysis
of input signals from several time windows that overlap in
time. After studying the first layer of feature extractor, the
whole training sample can be recoded to sparse concatenat-
ed representation and use it for learning the next layer. Prior
to this, it is advisable to introduce non-linearity to the ob-
tained representation and reduce the number of basis vectors
in a new layer [11]. The simplest non-linearity is the limit in
the form of a condition of non-negative features, in which the

output of the S-th layer o; with a sparse code a$®™" can be
calculated from formula
04(a2?""y:=[max(0,a;""),max(0,al”"")], (6)

where 0 is the vector with zero components, of dimensional-
ity M; max is the operator of element by element maximum
between two vectors.

Application of the proposed non-linearity (6) increases
dimensionality of the resulting code twice o, € R*™, but
enhances informativeness due to the possibility of separate
analysis of negative and positive responses of a signal and
retains scarcity property. Thus, nonzero values of feature rep-
resentation of the higher-level signal about the activation of a
certain group of low-level features. In this case, it is possible
to submit to the classifier both the output of the last layer of
feature extractor and outputs of the lower layers, which will
allow carrying out classification analysis taking into account
the specificity of functional state at each abstraction level.

Algorithm of rough binary encoding of the feature vector
for classification of analysis involves comparing value of the
i-th feature with a corresponding lower A ;; and higher Ar;;
limits of the asymmetrical field of control tolerances, which
are calculated from formulas

8!1‘
AB,[,i = yi,max 1_67y ’

AT,l,i = yi,max at Z= ﬁ,

where §,; is the parameter of the /-th field of control toler-
ances for the value of the i-th feature.
Formation of a binary learning matrix

(P |i=1,L-N; j=1n,; k=1K),
where N is the number of features of a classifier, n,, is the

number of vectors of class X? and K is the number of recog-
nition classes, performed by the rule



; (j) .

) L if ApSy <Ay

R (I-1)*N+i —
"0, else.

Calculation of values of coordinates of binary averaged
vector xy, relative to which construction in radial basis of
class containers takes place, is performed by the rule

13 () g% (/)
1, if E > E E x4
ki ki .
Xy = n, ‘3 nia A i=1N-L,

0, if else;

where 7 is the total volume of labeled vectors of the initial
sample.

As the criterion of efficiency of classifier’s machine learn-
ing to recognize observations of class X, modification of
Kullbak’s information measure is considered in [14, 15]:

1=(o,+B,) 1o |:2_((xk+Bk)+£:|

Ji )

=log2(2+e)—log2s-: (o, +B,)+e

where oy, P are assessments of errors of first and second
kind, which assign operation region of the criterion in the
form of inequalities a;>0,5 and B;>0,5; ¢ is the small sign-
positive number for avoiding uncertainty while dividing by
zero, equal, as a rule, to a number from range [107...107%].

Optimization of parameters of the field of control toler-
ances {8;;} lies in searching for extremum of function (7) in
decision hyperspace. In this case, as the search algorithm,
this work proposes to use Particle Swarm Optimization,
PSO, which is characterized by simplicity of implementation
and interpretability [16]. Optimization of the radii of class
containers can be implemented by the method of sequential
direct lookup with the assigned step, because the number of
steps of this search is relatively small.

To improve image compactness and inter-class gap in
binary space of secondary features, the algorithm of machine
learning takes into account fuzzy compactness of images
that is calculated for class X} from formula

L= 4 ®x) ®)

d,+d,
where dj, d, are the radii of class container X, and the clos-
est neighboring class X! relatively; d(x, ®x,) is the code
distance between the centers of class containers and X7,
which is calculated from formula

N
d(x,®x,)= z (%, ®x,,).
i=1

Effectiveness of each particle of the population-based
algorithm, i. e. closeness to the global optimum, is measured
with the help of pre-determined fitness function, the role of
which in this case is performed by the function of criterion
of machine learning efficiency (7). Each j-th particle, apart
from its position P; retains the following information: V; is
the current velocity of a particle, Pbest; is the best personal
position of a particle. The best personal position of the j-th
particle is the position of the j-th particle, in which the value
of fitness functions for the particle was maximum at the cur-
rent point of time. In addition, with the aim of searching for
the global extremum of fitness function, the best particle is
sought for throughout the whole swarm and the position is
designated as Gbest.

However, considered above swarm search algorithm is
aimed at increasing the value of criterion of learning effec-
tiveness, averaged by the class alphabet. For the purpose of
additional increase in compactness of images, it is necessary
to modify the procedure of updating the values of the best
personal Phest; position of search agents by rule (9), in which
objective function E (...) is the averaged value of function of
criterion (7).

if | E(P)— E(Pbest;)| <€
and L(P,)> L(Pbest;), then Pbest;:=P,. )

Similarly, it is necessary to modify the procedure to up-
dating the values of the best global Gbest; position of search
agents

if | E(Pbest;)— E(Gbest) |<e

and L(Pbest;)> L(Gbest;), then Gbest := Pbest ;. (10)
Under the mode of examination, decision on belonging of

vector-implementation x to one alphabet class {X}} is made

by calculation of geometrical membership function

K3 () = max(u, (),

In which g (x) is the membership function of vector x to
the container of class X, which is calculated by the rule:

d(x,®x)
o) = 1=,
k
For more precise consideration of distribution of binary
vectors in the hyperspheric container of class X, formula of
membership function can be adjusted and will take the form

i d(x,®x)
d,
n,(d)

n

max

if d(x, ®x)>d,;

w(x)= 1n

, else,

where n;,(d) is the number of vectors of class X}, which is at
the distance d from the center xz; 721, is the maximum value
in array ng (d), i. e.,

nmax = m?x{nk (d)}

Thus, the proposed algorithms of feature learning and
decision rules for prediction of conditions of SLA violations
are not demanding to the amount of data and resources of
the computer, which provides effectiveness of resource man-
agement at the early stages of service operation.

5. Results of physical simulation of the system of
prediction of violation of SLA conditions

Testing effectiveness of the proposed algorithms is con-
sidered on the example of the problem of prediction of data
center servers’ overloading, which leads to SLA violation in
accessibility metrics, resource capacity and response time.
The simulation was carried out with the use of framework
Clouds [16], where there were assigned 400 servers HP
ProLiant ML110 G4 (Intel Xeon 3040, 2 coresx1860 MHz,
4 GB) and 400 servers HP ProLiant ML110 G5 (Intel Xeon



3075, 2 coresx2660 MHz, 4 GB). Workload data, collected
on PlanetLab platform, were taken from project CoMon
[16]. The forecast horizon is 10 minutes, which is sufficient
for implementation of migration of a virtual machine. The
architecture of the system of prediction of SLA violations is
shown in Fig. 1 and includes the two-level feature extractor.
The extractor analyzes data of monitoring of loading of pro-
cessing resource of the virtual machine in two sub-windows,
shifted in time, with 50 % overlap and the reading step equal
to 1 minute. The length of the sub-window exceeds by sever-
al times the prediction horizon and is 50 minutes, which was
chosen at our discretion and may be not optimal.

Signal about predicted SLA
violation at moment t+At T

4 N
Classification Information-extreme
prediction classifier
\ /
Resulting sparse code
4 N

Second level of
sparse encoding

Dictionary of higher-
level basis vectors

\ J
Concatenated sparse code
First level of sparse chtlon?.ry DlCthn?.[’y
. of basis of basis
encoding

vectors vectors

\ X Y J
Measurement I Measurement I
vector Xt-1 vector Xt

Fig. 1. Block diagram of system of classification prediction
of violation of SLA terms

The selection of unlabeled samples for learning of the
two-level feature extractor includes 10000 samples, and the
volume of a priori classified learning sample of each of the
two classes is 100 samples. The test sample of the classifier
has the same volume as the learning sample. Table 1 shows
results of machine learning at different capacity of dictio-
nary of basis vectors of the first and second levels.

Table 1

Results of machine learning of classifier at various
configurations of feature extractor

Capacity of | Capacity of dic-| Values of | Accuracy
No. S . . )
b dictionary of | tionary of basis | averaged | of a classi-
or(iler basis vectors of | vectors of the | information |fier by test
the first level | second level | criterion (7) | sample

1 20 5 0.112 0.8
2 20 10 0.118 0.81
3 20 15 0.118 0.82
4 30 10 0.251 0.91
5 30 15 0.751 0.99
6 30 20 1.000 1.00
7 40 15 1.000 1.00
8 40 20 1.000 1.00
9 40 25 1.000 1.00

An analysis of Table 1 shows that the best of the checked
configurations of feature extractor is the sixth configuration
that provides error-free decision rules for the test sample
with minimal number of basis vectors. Table 2 shows results

of machine learning of the classifier with the sixth config-
uration of feature extractor at varying number of control
tolerances for recognition features.

Table 2

Results of machine learning of classifier with varying number
of control tolerances for values of high-level features

The number of | Value of averaged | Accuracy of a
No. by . . o
control toleranc- information classifier by test
order L
es for features criterion sample
1 1 0.51 0.98
2 2 0.75 0.99
3 3 1.000 1.00
4 4 1.000 1.00
5 5 1.000 1.00
6 6 1.000 1.00
7 7 1.000 0.99

An analysis of Table 2 shows that the optimum number
of control tolerances for values of features is L=3 and sub-
sequent increase in the number of tolerances can lead to
overfitting, which is evident from Table at L=7. In this case,
Fig. 2 shows diagrams of change in accuracy of obtained
decision rules by learning and test samples from the number
of learning vectors of feature extractor.

An analysis of Fig. 2 shows that an increase in the num-
ber of the extractor’s learning vectors leads to improving
accuracy for learning and test samples for the classifier
of functional states of the service. However, at the vol-
ume of learning sample of about 5,000 samples, the effect
of overfitting of the system was observed after reaching
6,100 samples, it is possible to obtain the extractor that pro-
vides error-free decision rules for the test sample.
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Fig. 2. Charts of dependence of effectiveness of decision
rules on the number of learning vectors of feature extractor:
1 — the curve of accuracy change for learning sample;

2 — the curve of accuracy change for test sample

Thus, the developed algorithm of learning features and
decision rules allows us to obtain error-free decision rules for
test sample with the extractor, containing 30 basis vectors
in the first layer and 20 vectors in the second layer. In this
case, 6,100 learning samples are sufficient for learning of the
extractor.

6. Discussion of results of physical simulation of machine
learning process

The use of the proposed extractor and modification by
rules (9) and (10) swarm algorithm of decision rules optimi-
zation, as shown in Fig. 2, makes it possible to obtain highly
reliable decision rules. In this case, the diagram shows the
overfitting section with the width of 1,100 samples, at the



end of which the accuracy for the test sample reaches the
limit maximum value. Effect of overfitting has a component
both of the extractor and the classifier. To assess the impact
of the used rules (9) and (10) on the effect of overfitting,
Fig. 3 shows diagrams of change in accuracy of obtained
decision rules for learning and test samples depending on the
number of learning vectors of the extractor without using
these rules.

A . r
1 L
“— 1
0,75}
T2
0,5
0,25F
02000 4000 6000 8000 10000 n

Fig. 3. Charts of dependence of effectiveness of decision
rules on the number of learning vectors of feature extractor
without using rules (9) and (10): 1 — the curve of accuracy
change for learning sample; 2 — the curve of accuracy change
for test sample

As Fig. 3 shows, without considering compactness of
images by rules (9) and (10), in order to obtain highly
reliable decision rules, it is necessary to use learning
sample of much larger volume, which in this case includes
8,500 samples.

To compare generalizing ability of the proposed ex-
tractor with the popular extractor based on the deep auto-
encoder [9], Fig. 4 shows diagrams of change in accuracy
of obtained decision rules for learning and test samples
depending on the number of learning vectors of the auto-
encoder. In this case, the autoencoder has the following
configuration: input dimensionality is 75 features; the
number of nodes of the first hidden layer is 30; the number
of nodes in the hidden layer that corresponds to feature
representation is 20.

An analysis of Fig. 4 shows that deep autoencoder simi-
larly allows obtaining of error-free decision rules for the test
sample, but to do this, we need more training samples, the
number of which exceeds 10,000.

Thus, the developed informational and algorithmic soft-
ware make it possible to obtain highly reliable decision rules
for the prediction of violation of SLA conditions. In this case,
the implemented algorithms, compared with the autoencod-
er, require a smaller volume of learning data, which allows

previous introduction of predictive mechanisms of manage-
ment of correspondent services.
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Fig. 4. Charts of dependence of effectiveness of decision
rules on the number of learning vectors of autoencoder:
1 — the curve of accuracy change for learning sample;

2 — the curve of accuracy change for test sample

7. Conclusions

1. Results of physical simulation prove capability of both
the proposed hierarchical feature extractor, based on ideas
and methods of neural gas and sparse encoding, and of the
autoencoder to obtain error-free decision rules for learning
and test samples. However, the proposed extractor, unlike
the autoencoder, requires 1.6 times smaller volume of learn-
ing samples for achievement of the same result, which makes
it possible preliminarily to put in effect predictive mecha-
nisms of management of appropriate cloud services.

2.1t is shown that consideration of image compactness
in binary space of secondary features during optimization of
multi-level system of control tolerances for values of primary
features allows us to significantly reduce the negative effect
of overfitting of a classifier and requirements for the volume
of learning samples.

3. It was shown that the proposed configuration of the
extractor for the problem of prediction of violation of SLA
condition is acceptable in terms of accuracy and complexity.
In this case, at the input of the extractor, two time windows
are used that intersect in time by 50 % and read through
50 features. The first layer of coding of the extractor con-
tains 30 basis vectors, and the second layer — 20. The
intralayer pooling and non-linearity were formed by concat-
enation of sparse codes of each of the windows and by con-
tinuation of resulting code twice as much in order to separate
positive and negative code components and by transforming
the resulting code into the vector of sign-positive features.
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Hewimkux 0a3 3HAHb 3 GUKOPUCMAHHAM NOJINULYEATILHUX
nidcmamno6oK Y 6ueasndi po3e’sa3Kie HeUimKuUx peasuitinux
piensans. Ioninmysanvii nidcmanoéxu 00360a110mv Qop-
Manizyeamu npouec zenepyeanns ma 6i0oopy eapianmie
Heuimioi 6a3u 3Hans 3a Kpumepiamu <mouHicms — CKaa0-
HiCMb»>, WO CNPOUYE NPOUEC HANAUMYBAHHS

Kmouosi crosa: onmumizauis nevimxux 6a3 3snano, min-
max xKaacmepuzauis, pPo3e’A3aHHs HewimKux peasuiunux
PiBHAHD
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IIpeonoscen memoo onmumuzauuu KaaccuPuKayuoHHbLX
Hewemxux 6a3 3HaHull C UCNONBL30BAHUEM YTYHUAIOULUX NOO-
CMano6ox 6 6ulde peueHull HewemKuUx PeasyuoHHbIX Ypaes-
HeHull. Yayvwarouue noocmManoeéku noseonsiom Qopma-
JU306AMb NPOUECC 2eHEPUPOBAHUSL U OMOOPA 6APUAHMOE
Heuemxou 0a3vl 3HAHUL NO KPUMEPUSM <MOUHOCHb — CILOJC-
HOCMb >, ¥MO Ynpowaem npouecc HacCmpouxu

Kniouesvie crosa: onmumuzauus newemxux 6a3 snanui,
min-max xKaacmepuzauus, peulenue Heuemxux pPeasiyuoH-
HbLX YpasHeHul
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defect-free design of human-machine systems [1, 2], for-

malization of such transformations is achieved by the use of

Fuzzy classification knowledge base design is carried
out according to the criteria of accuracy, complexity, and
interpretability. The design criteria are provided by grad-
ual transformations of the initial model. In the theory of

improving transformations.

Then improving transformations correspond to the addi-
tion (removal) of output classes, input terms, and rules. Im-
proving transformations allow formalization of the process




