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Posensidaromvcs 061 cxemu nodyooeu Koniziunux
rebound amax na Grostl-nodioni aneopummu rewy-
eanns. Ilpononyemvcs nioxio 0o susnauenns nompio-
MOl KitbKOCMi yuKaie 01 3abe3nevenns cmitixocmi 00
posensHymux amax. 3anponoHosanuil nioxio zacmo-
cosyemvcs 0o aneopummy Kynuna, sxuil npuiinamo
8 aKocmi YKpaincvko0zo0 HAUIOHAILHO20 cmanoapmy
rewyeanus JICTY 7564:2014. /losooumvcs, wo Hang-
Hicmb 5 i Govue yUKiG 8 K0JCHOMY 3 nepemeopens P i
0 ybo20 anzopummy rewyeanis pooums U020 CMilKuUM
00 amaxu <«3minu nanpamxy»> (rebound attack)

Kmouosi caosa: aneopumm rewyeanns, Grostl,
Rijndael-nodioni nepemeopenns, xoniziuna amaxa,
rebound amaxa
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Paccmampusaromcs 06e cxemvl opeanuzauuu
Koanusuonnvix rebound amax na Grostl-nodoonvie
anzopummovl xewuposanus. IIpeonazaemcs nooxoo
K onpedenenuio Heo0X00UMO20 KOIUUECMEA UUKILOB
6 npeobpasosanusx 01 odecneuenus cCmouxocmu x
paccmampueaemvin amaxam. IIpednoscennviii noo-
x00 npumensiemcs x aneopummy Kynuna, npunamomy
8 Kauecmee YKpauncrKoz0 HAuUOHAIbLHOZ0 cmandapma
xewuposanus JICTY 7564:2014. /loxa3vieaemcs, umo
Hanuuue 5 u 0oJee YUKI08 8 Kaicoom u3 npeodopazo-
eanuil P u Q amoezo anzopumma xewmuposanus denaem
€20 CMOUKUMU K amaxe <U3MeHEeHUS HANPAGIEeHUSL>
(rebound attack)

Knoueesvte cnoea: aneopumm xewmuposanus, Grostl,
Rijndael-nodobnvie npeodpazosanus, xoaruzuoHHas
amarxa, rebound amaxa
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to ensure resistance to known rebound attacks. The solution

of these problems is the purpose of this work.

Many modern cryptographic primitives, including
hashing functions, use Rijndael-like ciphers as a con-

struction element. For example, such hash functions are

2. Literature review and problem statement

Whirlpool, Grostl [1], ECHO and Ukrainian standard
DSTU 7564:2014 (Kupyna) [2]. The Kupyna was adopted
as the Ukrainian standard DSTU 7564:2014 in 2015. Sev-

The main difference between cryptanalysis of hash

eral papers devoted to the analysis of the security of the
Kupyna algorithm were published after it was adopted as a
standard [3, 4]. This algorithm uses the Rijndael-like block
cipher Kalyna [5, 6] as the basic transformation. The block
cipher Kalyna was also adopted as the Ukrainian nation-
al standard in 2015 (DSTU 7624: 2014). The high-level
structure of the compression function is identical to the
one used in the Grostl algorithm. A detailed analysis of the
Grostl algorithm within the framework of the SHA-3 com-
petition showed that the most effective collision attacks
on this hash function with a reduced number of rounds are
rebound attacks [7—11]. These attacks use truncated byte
differentials (BDs) or truncated byte differential charac-
teristics (BDCs).

Thus, the actual problems are, first, the selection of the
criteria for these BDs or BDCs for known collision attacks
and, second, the development of methods for determination
of the necessary number of rounds in the hashing algorithms

functions and cryptanalysis of block ciphers is that there are
no keys in hash algorithms unknown to the cryptanalyst,
instead, constants are used. Thus, a known-key model is
usually used in the hashing algorithms analysis.

Using this model, the cryptanalyst tries to implement
one of the following scenarios:

1) show that the value of the hash function differs from
random — distinguisher attack;

2) construct a message that has a given hash value — the
first preimage attack;

3) construct a message that has the same hash value as
the known message — the second preimage attack;

4) construct two messages that have the same hash val-
ue — the collision attack.

For the hashing algorithm with the hash code size w, the
complexity of the brute force attacks of the first preimage,
the second preimage, and the collision is 2¢, 2%, and 2v/2,
respectively. The hashing algorithm provides resistance to
some analytical attacks in the case when the complexity




of this attack is higher than the complexity of brute force
attacks.

Many of attack scenarios on hash functions are similar
to ideas of differential cryptanalysis and can be described
in corresponding terms. For example, the problem of
constructing a preimage is the problem of finding two
messages which have nonzero input difference and zero
output difference. The problem of constructing a collision
is the task of finding two messages that have a nonzero
difference and their hash codes form a zero difference. The
scheme of difference transformation in terms of differen-
tial cryptanalysis is called the differential characteristic,
or, as in the case of differential attacks on Rijndael-like
ciphers, the byte differential characteristic (BDC). The
work [12] is devoted to the analysis of BDCs, byte dif-
ferentials and their probabilities for Rijndael-like ciphers.
In [13], an attempt to generalize these results for block
ciphers in general was made, and a model of ciphers prov-
ably secure against truncated differential attacks was
proposed. The results obtained in these papers about the
upper bounds of the probabilities of BDCs and byte dif-
ferentials can also be used in the security analysis of the
Grostl-like hashing algorithms.

The absence of unknown keys in hashing algorithms
makes it possible to begin the right pair searching for the
selected differential or differential characteristics from any
internal round. Right pair search is the most effective when
it starts from the places where the difference propagation
has a low probability. This idea is used in the rebound
attack, which was proposed in [7] during the analysis of
SHA-3 competition participating algorithms including
Grostl. Later, several works offered different improve-
ments of this attack. Thus, it was proposed in [8] to con-
sider a two-round Rijndael-like transformation as a set of
32-t0-32 bits substitutions. This made it possible to in-
crease the number of rounds of the attack. In [9], an “in-
ternal differential” variant of attacks was proposed. This
attack used the similarity of the P and Q transformations in
the first version of the Grostl algorithm. After the modern-
ization of the Grostl algorithm (in [1], an improved algo-
rithm is presented), the final known variant of the collision
attack was proposed in [10]. A fundamentally new scheme
for constructing a rebound attack was proposed in [11].
The attack from [11] is the most effective for the considered
kind of hashing algorithms at the moment.

The Kupyna hash algorithm [2] was adopted as the
Ukrainian standard DSTU 7564:2014 in 2015. This algo-
rithm uses base transformations of the Kalyna block cipher
(the Ukrainian standard DSTU 7624:2014). As compared
with other hashing algorithms, Kupyna has a high-level
structure similar to Grostl. Several papers on Kupyna
security analysis have already been published [3,4] since
its adoption. The preimage attack and the collision attack
performed according to the scheme from [9] were proposed
in [3]. Modification of the attack from [9] was also pro-
posed in [4].

At the same time, the presence of attack descriptions in
[3, 4, 7-11] does not answer the questions about the possi-
ble further improvement of rebound attacks for Grostl-like
hashing algorithms and about the approach to determining
the necessary number of rounds to ensure resistance to these
attacks. The work is devoted to the search for answers to
these questions.

3. The aim and objectives of the study

The aim of this work is to research properties of BDC,
which can be used in different kinds of rebound attacks, and
to propose the ways of proving the security of Grostl-like
hash algorithms against collision rebound attacks.

To achieve this aim, it is necessary to accomplish the
following objectives:

—to analyze known collision attacks on Grostl-like
hashing algorithms and detect the necessary conditions for
performing these attacks;

—to determine the boundary numbers of rounds in the
transformations P and Q, which are necessary to ensure
security;

—to perform a security proving for the Kupyna algo-
rithm against collision rebound attacks.

4. Grostl-like hashing algorithms and
the Kupyna algorithm

The traditional general scheme for generating the hash
value (Fig. 1) and the compression function scheme from the
Grostl algorithm [1] (Fig. 2) were taken as a basis for build-
ing the Kupyna algorithm.
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Fig. 1. The traditional general scheme for generating the hash
value

Fig. 2. The scheme of compression function ¢ for the Grostl
algorithm

In Fig. 1:

m; — blocks of messages;

IV — initial vector;

¢ — compression function;

W — the transformation, which consists in discarding the
upper half of the digits;

H(M) — hash value.

In Fig. 2:

h; — variable, the value of which is obtained by processing
the i-th block of the message, hy=IV;

P and Q are Rijndael-like block encryption algorithms,
in which constants are used instead of the round keys.

Rijndael-like ciphers it mean ciphers with four main
transformations of Rijndael in each round. These trans-
formations are: byte substitution ByteSub (BS); cyclic
shift of rows in the matrix representing the data block by
a different number of bytes — ShiftRows (SR); multiplying
each column of the matrix representing the data block by
a fixed matrix — MixColumns (MC); adding a data block



with a subkey of the appropriate size — AddKey. Depending
on the size of the block, the number and size of the columns

may vary.

There are two kinds of the Kupyna hashing algorithm:
Kupyna-256 with the 256-bit hash value and block size for
Pand Q transformations of 512 bits and Kupyna-512 with a
hash size of 512 bits and a block size for P and Q transforma-
tions of 1024 bits. P and Q transformations of Kupyna-256
contain 10 rounds, for Kupyna-512 — 14 rounds.

As the P and Q transformations, modifications of the
Rijndael-like block cipher Kalyna [5, 6] are used. For the
512-bit block, the same transforma-
tions as the Kalyna cipher are used

The message blocks M have a non-zero difference in the
shaded bytes in Fig. 3. Next, in the attack, the pairs of blocks
that match the inbound part of the BDC are searched. Then
the found pair is checked for compliance with the outbound
parts of the BDC. In the case of matching, the difference in
the blocks obtained at the output of the transformations P
and Q is verified (in Fig. 3 these blocks are on the right). If
the output differences are the same, a collision pair is built:
the message blocks M can be added to the beginning of any
message, and the messages received as a result of this addi-
tion will have the same hash code.

Q-transformation

in the P and Q transformations, but

instead of the round key addition, ad-

dition with constants is performed.

v

Constants are different for the P and

Q transformations. Moreover, addi-

tion with constants in the transfor-
mation Pis performed using the XOR
operation, and addition by modulo
264 is performed in the Q transfor-
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1 Inbound part of
BDC

3 Difference
match
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P-transformation

mation.

Grostl-like hashing algorithms will

be called algorithms that use the same Hy

compression scheme as the Grostl algo-
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rithm (Fig. 2), and the P and Q trans-

formations are Rijndael-like.

The main differences of Kupyna

from Grostl are the following:

1) using of modular addition in-
stead of XOR in the Q transformation;

2) using of similar shift values in ShiftRows of P and Q
transformations;

3) key constants used in P and Q transformations are
different in all bytes;

4) using of 4 different non-algebraically built substitu-
tions in SubBytes.

A more detailed description of Kupyna can be found
in [2-4].

5. Rebound attacks on Groesl-like hashing algorithms

Any known rebound attack uses the byte differential
characteristic (BDC). The construction of the right pair
in rebound attacks is performed in two stages, which are
called inbound and outbound. These phases correspond
to different parts of BDC. The inbound part often cov-
ers a part of BDC which has the lowest probability. The
outbound parts should have a high probability. Selection
of the right pair starts with the inbound part. Then, each
pair that satisfies the inbound part of BDC; is checked
against the outbound parts. It can be two outbound parts:
initial and final.

There are two known schemes for organizing rebound at-
tacks for the Grostl algorithm. In the first scheme, the right
pair must contain the same input and output differences. We
denote the number of active bytes at the input and output
as a and represent such BDC as a—...—a. This type of
BDC covers P and Q transformations and it is used in the
attacks [7, 8, 10]. Fig. 3 explains the considered scheme of
organization of a rebound attack.

Fig. 3. Scheme of organization of a rebound attack a —...—>a

The second scheme of the attack was proposed in [11].
BDC contains all active bytes at the input and some number
of active bytes at the output. We denote this number as a.
The BDC covers only the P transformation in this scheme.
The active output bytes contain the equal difference with
bytes at the corresponding positions at the input. Addition
of input and output values results to zero difference in these
bytes. The goal of the second scheme is to reset all the input
active bytes in a few iterations. Fig. 4, taken from [11], ex-
plains the attack.

Note that in this case, the input difference is fixed and
cannot be selected in the process of constructing a pair in
contrast to the first scheme of BDC. The second scheme of
BDC will be denoted as m* —...—a. Fig. 5 illustrates one
iteration of this scheme of attack.

The process of assessment of the expected number of
right (collision) pairs was clearly explained in [6]. To de-
termine the expected number of right pairs for selected
BDC Nyuirs BpC, it is necessary, first, to determine the total
number of input pairs Npgirs inp Which can be constructed
for the input difference, second, multiply this number by the
probability of the selected BDC Pppc, and, third, multiply
it by the probability of a full match of the input and output
differences Pgich, 1. €.

N P

match* (1)

pairs_BDC = N pairs_input P BDC®

The attack is effective if the expected number of pairs
calculated in accordance with (1) is at least 1, and the
complexity is not higher than the complexity of the brute
force attack.
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6. Development of the approach to determine the
required number of rounds to ensure the security against
rebound attacks

The proposed approach to security estimation is as
follows. On the one hand, in accordance with the above-for-
mulated criterion of security, the value of the expression (1)
must be less than 1. On the other hand, there are known
restrictions on the probability of BDC and byte differentials
for Rijndael-like ciphers from [12, 13]. Using this knowledge,
we will try to determine the boundary number of rounds for
the inbound and outbound parts of the BDC, in which the
known rebound attacks will not be effective.

The Grostl-like hash algorithm which uses a Rijn-
dael-like block cipher with a block size of mxm bytes will
be considered in this section. General restrictions for BDCs
which could be used in @ — ...~ a and m? — ... — a schemes
of rebound attack will be analyzed here.

6. 1. The restrictions for BDC used

In accordance with the proposed model [13] of Rijn-
dael-like ciphers with 3 or more rounds secure from trun-
cated differential attacks, the probability of BDC can not
be higher than

Dot =(27)',

where u is the number of inactive bytes in the output dif-
ference. Thus, if BDC contains more than three rounds, its
probability Pppc:
2
Pope € Prwa = 27 a).
6.1.1.BDC a—..—>a

For the scheme ¢ —..—a, P

_0-8a
R match 2
number of lnput pairs 1s

. The maximum

_08a _o8m® _ o8m*+8a
pairsinpuZ 2 2 2 .

By substituting these values in the expression (1), we
will get the maximum possible number of right pairs for the
selected BDC

— 98a
pairsBDC 2 .

Assuming that the expected number of right pairs for
the selected BDC should be not less than 1, it is possible
to determine the limit value for the BDC probability under
these conditions:

—8a —8m?
P22, =27 €))

Now, some structural features of BDC on the basis of the
presented restrictions on the BDC probability can be select-
ed. To do this, we define the probabilities of major difference
transitions that can occur in the BDC (Table 1).

Table 1
Probabilities of difference transitions
Number Number
. of active of active s .
Difference . . Probabilities of
. bytes in bytes in cor .
transitions o ? difference transitions
the input | the output
difference | difference
s 2_ = 2
mz Sm mg m szﬁ,,, — 2 -8(m*—m) — 2 8m*+8m
m— 1 m 1 })m‘)1 — 2*8(”*1) — 278m+8
b—(b-1) b b-1 Py =2°

The following statements about the BDC structure
can be proved using the expressions (2) and the data from
Table 1.

Statement 1. For the scheme a —...— a, BDC, which is
used in an attack, may not contain two or more difference
transitions m* — m.

Statement 2. For the scheme a —...— a, BDC, which is
used in an attack, may not contain 1 difference transitions
m* —m and 2 or more difference transitions m — 1.

Statement 3. For the scheme a—..—a, BDC, which
is used in an attack, may not contain 1 transition m?—m,
1 transition m —1 and 2 or more transitions b — (b—1) for
any b: 2<b<m?.

6.1.2. BDC m> >..—>a

For this scheme, the input BDC difference has a fixed val-
ue, so the number of possible input pairsis N .. s = 28"

Match probability is P, =27 B

If the BDC contains 3 or more rounds, then in accor-
dance with the proposed model [13] of Rijndael-like ciphers
secure from truncated differential attacks, the maximum
BDC probability is limited by p,ana, i. €.:

_ -8(m*-a)
Pope € Pra =2 .

By substituting these values to the expression (1), we
will get the maximum possible number of right pairs for the
selected type of BDCN .. ppe =1.




The main conclusion is that the probabili‘cy2 of BDC
m® —...—~a must be maximum P, .=p,. ,=2""" Oth-
erwise, the expected number of right pairs would be less
than 1.

6. 2. Estimation of the maximum number of rounds for
the inbound part of BDC

Table 2 summarizes the complexities of construction of
the right pairs for the inbound part of BDC, which often has
the structure m —-m*> —..—>m’ =>m.

Table 2

Complexities of construction of the right pairs for the
inbound part of BDC

Number of rounds in the inbound part Complexity
2 24
3 28m
4 2

Estimations were obtained by using papers [7—11].

The data from Table 2 show that the inbound part can
cover at most 4 rounds. However, the complexity in the case
of 4 rounds is too high (for the block size of w bits, the com-
plexity is 2¢/2). Only the 3-round inbound part can be used
in most cases.

These estimations are fair for both considered types of
BDC.

In almost all known attacks with the scheme of BDC
a— ...~ a, the scheme of the inbound phase is

mom’—..->m’>m.

We can estimate the maximum number of pairs which
could be built for the inbound part of BDC:

. =N
pairs
BDCibound

=28m2+8m 3 2—8m2+8m — 216”1. (3)

pairs_input_inbound .PBDCiinbnund =

The scheme of the inbound phase for BDC m®> —..—a
is m* —...— m? - m. The maximum number of pairs which
could be built for such inbound part of BDC is:

2 a2
pai”BDC — 28m . 2 8m”“+8m _ 28m . (4)
inbound

6. 3. Estimation of the maximum number of rounds for
the outbound part of BDC

6.3.1.BDC a—..—>a

The BDC with the inbound part

mom’—.->m’>m

is considered here.
Even if the outbound parts of BDC will have the maxi-
mum probability

P =1
BDCothound ’

then, with P, =23 and N

match pairs .
BDCinpound

= 2! (3), the ex-
pected number of pairs will be

N _ 216m—8u

pairs_BDC

This means that for at least one right pair to exist even
if Pype supona =1 the following condition must always hold

a<2m. )

Now, we define a restriction on the probability of the
outbound part of BDC. If we denote the probability of the
outbound part of BDC as

—8x
P =2
BDCoutbound ’

then the expected number of right pairs will be

_ 216m—8a—8x

pairsgpc ’

and it must be greater than 1. It means that the following
condition must hold: x<2m—-a.

Now we consider possible values of the parameter a
in (5). Since the inbound part has a structure

mom’—.->m*>m

that has by m active bytes at its outputs, we consider two
situations: the first — m<a<2m; the second — a<=m.

The first situation: m<a<2m.

In this case, the input of the first MC transformation and
the output of the last MC transformation of BDC must have
at least 2 active columns (because a is bigger than m). Ac-
cording to [12, 13], for each of the 2m—a passive output bytes
of the MC, the probability of BDC will decrease by about
28 times. Then the expected number of pairs for BDC will be

Npm',SJ;nC — 216m—8a . 2—8(2m—a) ) 2—8(2m—a) — 2—16m+8a.

This number is significantly lower than 1 as the condition
(5) holds. Hence, the situation where m<a<2m is impossible.

The second situation: a<m.

In this case, the following statement is true.

Statement 4. In the case of a—...—~a BDC with

mom’—.->m*>m

inbound part, the outbound part of BDC can not contain any
single MC transformation with more than one active column.

Proof. Suppose that the initial or the final part of the
BDC has MC transformation with two active columns, and
at the end and at the beginning of BDC a (a <m) active bytes
must be obtained. For each of the 2m—a passive bytes at the
output of the BDC, the probability will decrease by 28 times.
In the second half of the outbound part, reduction of the
number of active bytes from m to a must also occur. Then,
taking into account P, =27, the number of right pairs
for the inbound part of BDC

N

_ 216m
pairs_BDC _inbound ~— ’

the expected number of pairs for the whole BDC will be

16m-8. —8(2m— —8(m— —8m+8
Npm',xim)(; = 9lbm=8a 9 (2m a)42 (m a)=2 m+ a'
As a<m, the value N . 5, is much less than 1 and it is
hard to find a right pair in this case. With the increase in the

number of active columns in the outbound parts of the BDC,



the expected number of pairs will decrease even more. The
statement is proved.

Now, using the statement 4, we can estimate the max-
imum possible number of rounds for the outbound part. In
accordance with the scheme of the inbound part of BDC,
there are m active bytes at the beginning of each of the two
outbound parts of BDC. It can be seen that the following
sequence of transformations could be performed until we
have only one active column: MCy—AC;—SB{—SR{—MC—
AC,—SBy—SRj, where the output of MCj is the output of the
inbound part of BDC. The MC; outputs m active bytes and
SR, puts them to different columns.

By reducing the probability by 28D times,
this sequence can be extended for another one round:
MCy-AC{-SB{-SR{-MC{—-ACy—-SB»—SR,-MC,—
AC3-SB3—SR3. In this case, MC; performs the tran-
sition from m active bytes to 1 with probability
2-8m-1): MC, makes a transition 1 to m and SRy distributes
these m bytes to different columns. Similar discourses can be
used for the movement in the opposite direction from the exit
of the inbound part to the top of BDC. It can be seen that the
following sequence of transformations could be performed
until we have only one active column:

MC;' - AC - SB[ - SR -
-MC;' - AC;' -8B, - SR,' - MC;".

By reducing the probability by 28 D, times this se-
quence can be extended for another one round:

MC;'-AC;' - SB' = SR' = MC;"' - AC,"' -
-SB;'-SR,' -MC;' - AC;' - SB;' - SR;' - MC;".

To summarize the presented arguments, neither the ini-
tial nor the final part of the outbound part of BDC can not
contain 3 or more rounds of complete transformation.

The same conclusion can be made in a different way, us-
ing the proposed model of ciphers protected from truncated
differential attacks from [13]. In accordance with this model,
for the BD probabilities for Rijndael-like ciphers with 3 or
more rounds and with & such a block structure, the boundary
value of probability is

Prana = (278 )u )

where u is the number of passive bytes in the output differ-
ence. In the considered type of BDC, u=m?-a. Taking into
account

P=2%

match
and the number of right pairs for the inbound part of BDC
N s spc imowa = 2" (3), we can obtain the expected num-
ber of correct pairs

N — 216”1—851 . 2—8(m2—a) — 2—8m2+16m. (6)

pairs_BDC

If m>2, the expression (6) is much less than 1, and it
means that an attack is impossible.

The following statement summarizes the results ob-
tained in this subsection.

Statement 5. In the case of a—..—a BDC with
m—m>—..—»m’—m inbound part, the following condi-
tions must hold for the outbound part of BDC:

1) a<=m, where a is a number of active bytes at the input
and output of BDC;

2) neither the initial nor the final outbound parts of BDC
can not contain more than 3 full rounds.

6.3.2.BDC m’ —>..—>a

The feature of this type of BDC is that the input dif-
ference is fixed and it has many active bytes. Therefore,
the probability that exactly this difference can be obtained
at the start of BDC from some right pairs for the inbound
part of BDC is very low. For this reason, in a certain attack
scenario [11], the initial outbound part of BDC is absent.
Thus, BDC consists of two parts: the inbound part and the
outbound final part.

According to the conclusion in subsection 6.1.2, the
BDC probability should be approximately equal to p,na.
Therefore, if the inbound part has the scheme

m*—.—o>m’>m,

the final number of active bytes should be not higher than m
to get at least one right pair. As it was shown in the previous
subsection 6.3.1, after the transition m? to m bytes, it is pos-
sible to save the situation with only 1 active column without
loss of probability during the transformations MCO—-AC1-
SB1-SR1-MC1-AC2-SB2-SR2, where the output of MCO
is the output of the inbound part of BDC.

The following statement summarizes the results ob-
tained for the outbound part of BDC m? —... > a.

Statement 6. In the case of m* —...—a BDC with

m>.o>m’>m

inbound part, the following conditions must hold for out-
bound part of BDC:

1) a<=m;

2) the final outbound part of BDC can not contain 2 or
more full rounds.

7. Security estimation of Kupyna hash algorithm

Security estimation of Kupyna was performed using the
statements 5 and 6.

The first scheme of collision rebound attack on Grostl
has been shown in [7]. Used in this scheme BDC covers
the transformations P and Q and we note such BDC as
a—...—a in this work. Statement 5 can be used to estimate
the necessary number of rounds to achieve resistance to the
rebound attack. The maximum number of rounds is 3 for the
inbound part and 2.5+2.5=5 for the outbound parts. So, the
overall number of rounds is 8 for P and Q transformations.
Thus, each of Pand Q transformations may contain 4 rounds
at most.

The second scheme of attack was proposed in [11]. In
this scheme BDC m”>—..—a should cover the trans-
formation P. Statement 6 can be used to estimate the
necessary number of rounds to achieve resistance to the
rebound attack. The maximum number of rounds will be
3 for the inbound part and 1.5 for the outbound parts. So,
the overall number of rounds is 4.5 for the P transforma-
tion. Thus, each of Pand Q transformations may contain 5
rounds to be secure against the second scheme of rebound
attack.



8. Comparison with known results about security of
Grostl-like hashing algorithms to collision rebound
attacks

The main research results are statements 5 and 6, proven
for Grostl-like hashing algorithms, which determine the
minimum number of rounds necessary to ensure resistance
to collision rebound attacks discussed in the paper.

The conclusion about the security of Kupyna and Grostl
to rebound attacks with the scheme of BDC a—..—a
fully agrees with known results from the works [7-10]. The
best known such attack allows building a collision with less
complexity than the brute force attack for the case where the
P and Q transformations contain 3 rounds each.

The rebound attacks presented in the works [3,4] on
5-rounds Kupyna and in [11] on 5-rounds Grostl with the
scheme m”>—..—a disagree with the presented results
because the BDC with the expected number of right pairs
256 is used in these attacks. To compensate such a low prob-
ability of BDC, the length of the message was increased.
As a result, the authors estimate that the collision may be
constructed for messages that contain 2% blocks, which is al-
most impossible to implement in practice. Thus, in our opin-
ion, the presented results are consistent with the known.

The practical significance of the proposed approach is
that it allows determining the necessary number of rounds
at which the collision rebound attack will not be effective for
Grostl-like hashing algorithms.

The first defect of the proposed approach is that only the
version of the Rijndael-like cipher with the block size of mxm
bytes is analyzed, but in practice other variants may also

occur. The second defect is related to the fact that the used
constraints on the probability of BDC from [12, 13] were ob-
tained for Rijndael-like ciphers that used the XOR-addition
operation with a key, while in the Q transformation of the
Kupyna algorithm, addition by modulo 264 is used. In some
cases, these differences may lead to inaccurate results for the
scheme a—..—a of attack. Elimination of these defects
will be the aim of future research.

9. Conclusions

1. Two schemes of organization of collision rebound at-
tacks on Grostl-like hashing algorithms are considered in
the work. The necessary conditions for effective attacks are
defined for these schemes:

1) the complexity must be lower than the complexity of
brute force attacks;

2) the value of the expression (1) must be greater than 1.

2. The boundary number of rounds in the transforma-
tions P and Q, which is necessary for ensuring security, is
determined. For both considered attack schemes, the in-
bound part of the BDC can not contain more than 3 rounds.
The boundary number of rounds in the outbound parts of the
BDC is determined for the scheme a—...—a in the state-
ment 5, and for the scheme m* —...—a in the statement 6.

3. The developed approach to security estimation of
Grostl-like hashing algorithms to collision rebound attacks
is applied to the Kupyna-256 algorithm. The presence of 5 or
more rounds in each of the P and Q transformations of this
hash algorithm makes it resistant to rebound attacks.
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