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1. Introduction

Because of the shortcomings in both control and di-
agnostic systems, the accident rate for offshore oil and gas 
extracting facilities remains unreasonably high [1, 2]. Acci-
dents are often caused by the errors resulting from the appli-
cation of traditional analytical technologies to noisy signals 
received from corresponding sensors. Our research shows 
that these technologies generally provide the informative 
attributes required to perform defect diagnostics only after 
the defect has already become strongly pronounced [3–6]. 
For this reason, the results of monitoring of the beginning 
of transition of the platforms into an emergency state is 
sometimes delayed. And this possibly leads to catastrophic 
consequences [7].

By analysing the causes of the transitions of offshore 
platforms into emergency states, we find that they usually 
consist of the onsets of physical defects, such as cracks, wear 
and tear, and corrosion. As a rule, the process of crack devel-
opment starts with the formation of micro-cracks, “coarsen-
ing” of the surface, grain boundary cracking, and cracking 
around solid inclusions, and is accompanied by further infil-
tration deep into the material of the structure. Sometimes, 
a micro-crack becomes a macro-crack and spreads quickly 
through the metal. The rate of crack growth depends on both 
the cyclic stress and the operating conditions. For instance, 

cracks result from the continuous oscillations of platforms 
that are caused by ocean waves.

Wear between contacting surfaces that are in motion 
relative to one another is another major cause of offshore 
platform equipment service life reduction. Therefore, wear is 
also one of the most common defects found in offshore plat-
forms. In addition to these causes, many offshore platform 
accidents are caused by defects resulting from either corro-
sion or fatigue deformation, both of which are unavoidable 
under continuous operation in marine conditions. 

In consideration of the above, it is obvious that the 
creation of algorithms and other technologies to monitor 
the early onset and the development of cracks, wear and 
tear, corrosion, and other defects in offshore platforms is 
of enormous importance. Timely, preventive maintenance 
performed on these platforms can make it possible to avoid 
catastrophic accidents.

2. Literature review and problem statement

First, it should be noted that the technical conditions, 
both of the individual structural elements of an offshore 
platform as well as of other oil and gas production facili-
ties, each taken as a whole, usually remain within normal 
ranges over long periods of operation, each referred to as 
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T0 [1, 8–10]. Subsequently, due to the formation of cracks, 
corrosion, or wear and tear, each facility moves into a latent 
form of an emergency state, corresponding to the period T1, 
inevitably followed by a period T2, when the facility moves 
into a critical emergency state. Finally, the period T3 begins 
when an accident occurs and the facility ceases to operate 
[1, 11–13].

Therefore, to eliminate the causes of accidents in a timely 
manner, it is necessary to develop technologies that ensure 
reliable monitoring of the onset of time T1, the latent period 
of changes in the technical conditions of offshore platforms 
[1, 14]. Assume that during the time T0 that a platform is op-
erating in a normal state, the known classical conditions are 
fulfilled for the centred noisy signals ( ) ( ) ( )g i t X i t i tD = D + ε D  
that are received at the outputs of the corresponding sensors, 
meaning that the following equalities hold:

( )
( )( )− D

 w D =  π

2

0

21
,

2
g

g i t

D
T

g

g i t e
D

 

ε ≈ 0,D  ≈ ,g XD D  

( ) ( )µ ≈ µ ;XXR R

ε≈ ≈ ≈ 0;g Xm m m

ε ≈ 0,Xr 	  (1)

where ( )w D
0T g i t  is the distribution law of the signal ( )D ,g i t  

ε ,D  XD  and gD  are the variances of the noise ( )ε D ,i t  the 
useful signal ( )D ,X i t  and the sum signal ( )D ,g i t  respec-
tively, ( )µXXR  and ( )µR  are the correlation functions of 
the useful signal ( )DX i t  and the sum signal ( )D ,g i t  ε ,m  

Xm  and gm  are the mathematical expectations of the noise 
( )ε D ,i t  the useful signal, and the sum signal, respectively, 

and ( )ε µ = 0XR  and εXr  are the cross-correlation function 
and the coefficient of correlation ( )DX i t  of the noise ( )ε D ,i t  
respectively.

In this case, we have the obvious equality

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )
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Due to the lack of correlation between the useful signal 
( )DX i t  and the noise ( )ε D = ε D1( ) ,i t i t  the following condi-

tions hold:
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Therefore, when µ = 0,  we have

( ) ( ) ( ) ( ) ( ) ( ) ε = + ε ε = + 1 10 0 ,XXR M X t X t t t R D

where

( ) ( ) ( ) ( )ε    = ε ε = ε ε   1 1 .D M t t M t t  	 (3)

When these defects arise in control objects, the noise 
( )ε2 ,t  correlated with the useful signal ( )D ,X i t  appears in 

the signals ( )Dg i t  received from the corresponding sensors. 
Once this occurs, the period T0 of the normal state of facility 
operations ends, the period T1 of the latent change in the 
technical conditions begins, and condition (1) and equalities 
(2) and (3) are violated.

Due to the presence of a correlation between the useful 
signal X(t) and the noise ( ) ( ) ( )ε = ε + ε1 2 ,t t t  when µ = 0,  the 
following conditions hold:

( ) ( )  ≠  0,M X t X t

( ) ( ) ε ≠ 2 0,M t X t

( ) ( ) ε ≠ 2 0,M X t t
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Therefore, we have
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As a result, the statistical estimates of the signal ( )Dg i t  
contain certain errors when calculated using traditional 
technologies. For this reason, timely detection of the initial 
stage of the T1 processes described above is difficult. After 
the period T1 ends, period the T2, in which the defects be-
come strongly pronounced, begins, and the acquisition of 
monitoring results indicating the platform’s transition into 
an emergency state is delayed.

In consideration of the above, both noise technologies 
and systems that register changes in the technical con-
ditions of offshore platforms at the beginning of the time 
period T1 are proposed in [1]. Our experimental research 
has shown that the defects that cause the transitions of 
facilities into emergency states are mainly generated by 
the continuous oscillations of platforms caused by ocean 
waves [1, 11]. Moreover, various weather conditions, he-
licopters landing on platforms, the operations of drilling 
rigs, compressor stations, and pumping stations, and the 
mooring of tankers and other watercraft to platforms 
cause vibrations in all of the structural elements. It should 
be noted both that the vibration parameters of platforms 
are significantly different in calm seas, with moderate 
wind, and in stormy weather, and that the influences 
of these external factors both on individual structural 
elements and on each platform as a whole also affect vi-
bration signals. Thus, the vibration signal noise received 
from the vibration sensors contains valuable information 
about the onset of changes in the technical conditions of 
a platform. Therefore, this paper attempts to create both 
algorithms and technologies for spectral analyses of the 
vibration signal noise to monitor the onsets of the latent 
periods of changes in the vibration conditions of offshore 
platforms and other oil production facilities for cases that 
conform to equalities (4)–(6).
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3. The aim and objectives of the study

The main aim purpose of the article is the creation of algo-
rithms and technologies that provide monitoring of the onset 
of the origin and development of cracks, wear, corrosion and 
other defects on offshore platforms at the early stages.

To achieve this goal, the following tasks were set:
1. To develop the algorithms for calculating robust esti-

mates of spectral characteristics of noisy vibration signals by 
means of calculating the estimates of equivalent variance of 
the vibration signal. 

2. To propose technologies for calculating estimates of 
spectral characteristics of vibration signal noise.

3. To offer the spectral noise subsystem for monitoring 
the onset of changes in the vibration conditions of offshore 
platforms.

4. Algorithms for calculating robust estimates of spectral 
characteristics of noisy vibration signals

The vibrational signal ( )X t ,  received from the vibration 
sensors, can be represented as a sum of harmonic functions, 
cosine waves, and sine waves [15]:

( ) ( )
∞

=

= + w + w∑0

1

cos sin ,
2 n n

i

a
X t a n t b n tdt 	  (7)

where ( )X t  is the centered continuous vibration signal with 
a mathematical expectation of zero, 0 / 2a  is the mean value 
of the vibration signal ( )X t  in the period Т, na  and nb  are 
the amplitudes of the cosine and the sine waves, respectively, 
with frequencies nω.

The coefficients na  and nb of the vibration signal ( )X t  
are calculated from the formulas

( )= w∫
0

2
cos d ,

T

na X t n t tw
T

 when 1,2,n= …

( )= w∫
0

2
sin d ,

T

nb X t n t tw
T

 when 1,2,n= …  	  (8)

Theoretically, if signal ( )X t  both does not contain noise 
( )ε t  and has a limited spectrum, then the estimates of na  and 

nb  can be calculated with considerable accuracy. However, 
the real vibration signals received from vibration sensors of 
offshore platform arrive with certain noise ( )ε ,t  meaning that

( ) ( ) ( )= + ε .g t X t t

In this case, the values of na  and nb  are calculated from 
the formulas 
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Despite the obvious differences in expressions (8) and 
(9), when conditions (1)–(4) hold, the positive and negative 
errors cancel out, and the estimates of na  and ,nb  calculated 
from formulas (8) and (9), match.

However, when conditions (1)–(3) do not hold and con-
ditions (4)–(6) occur, the errors λ

na  and λ
nb  appear in the 

sought-after estimates. These can be calculated from the 
expressions

( ) ( )
+ −+ +

= =

λ = ε w − ε w∑ ∑∫ ∫
1 1

1 1
1 1
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i i
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t tN N

a
i it t

t n t t t n t t

( ) ( )
+ −+ +

= =

λ = ε w − ε w∑ ∑∫ ∫
1 1

1 1
1 1
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i i
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b
i it t

t n t t t n t t 	 (10)

where 1t  and 1i+t  are the beginning and the end, respective-
ly, of the i-th positive half-cycle of both wcos n t  and wsin ,n t  

1i+t  and 2i+t  are the beginning and the end, respectively, of 
the negative half-cycle both of wcos n t  and wsin ,n t and −N  
are the numbers of the positive and negative half-cycles, re-
spectively, of both wcos n t  and wsin .n t

Obviously, to improve the reliability of the monitoring 
results of the vibration conditions of offshore platforms 
using spectral analysis technologies for noisy vibration sig-
nals ( ),g t  it is necessary to develop algorithms that provide 
robust estimates of na  and nb  by eliminating the influences 
of the errors λ

na  and λ .
nb  

Let us consider this issue in further detail. Assume that 
a sufficiently long observation time T is selected to realise 
the noisy vibration signal ( ) ( ) ( )= + ε .g t X t t  Assuming that 
the functions ( )X t  and ( )ε t  can be represented as sampled 
stationary centred random signals with zero mathematical 
expectations, the formulas for calculating the coefficients na  
and nb  are as follows:
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where ( )DX i t  and ( )ε Di t  are the samples of the signal ( )X t  
and the noise ( )ε t  at the sampling moments 0 1 i Nt ,t ,…,t ,…,t  
with an interval of D ,t  respectively.

It is clear that in this case, as long as conditions (1)–(4) 
hold, the positive and negative −N  errors of the pair prod-
ucts ( ) ( )ε D w Dcosi t n i t  and ( ) ( )ε D w Dsini t n i t  will cancel 
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out. However, for cases in which a facility goes into an 
emergency state, as a correlation appears between the useful 
signal ( )X t  and the noise ( )ε ,t  the errors λ

na  and λ
nb  also 

appear, and their values grow as the correlation grows. As a 
result, in some cases, the estimates of the errors λ

na  and λ
nb  

that are caused by the effects of the noise ( )ε t  are commen-
surate with the sought-after coefficients na  and ,nb  which 
results in monitoring errors for the control object’s technical 
conditions.

In consideration of the above, we examine a possible 
option for ensuring the robustness of the estimates na  and 

nb  based on balancing the positive and negative errors of 
their respective pair products. Assume that the samples of 
the noise ( )ε ∆i t  of the sum signal ( )∆g i t  are known. In 
this case, the value of the error ( )λ ∆i t  of each pair product 

( ) ( )∆ ω ∆cosg i t n i t  and ( ) ( )∆ ω ∆sing i t n i t  can be calculated 
with the formulae

 	 (12)

Estimates of the mean absolute errors ( )λ ∆i t  can be 
calculated from the formulae

 	  (13)

However, according to expression (12), to calculate the 
errors λ

na  and λ ,
nb  it is necessary to determine the samples of 

the noise ( )ε ∆ ,i t  which is practically impossible. According 
to our previous work [16], it is both possible and appropriate 
to achieve this by utilizing technology for calculating the 
estimate of the noise variance εD  from the expression
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that can be represented as
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In this case, if both the stationarity and normali-
ty conditions of the distribution law hold for the signal 

( ) ( ) ( )∆ = ∆ + ε ∆ ,g i t X i t i t  the following equalities will hold 
as well:
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Therefore, on the right-hand side of formula (14), we get
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which demonstrates that the estimate for the noise variance 
( )ε ∆i t  of the vibration signal ( )∆g i t  can be calculated from 

expression (14). Assuming that both

	 (18)

and 

 (20)

the formula for calculating the mean value of ( )ε ∆i t  can be 
reduced to the calculation of the mean value of ( )ε ∆e i t :

( ) ( ) ( )
=

ε ∆ ≈ ε ∆ = ε ∆∑
1

1
.

N
e e

i

i t i t i t
N

In this case, expression (13) can be represented as 
follows:
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and it can be used to calculate the approximate values for 
the unknown errors of the estimates for na  and nb  using 
the expressions 

( )
+ − −

λ = λ D 
  

,n n

n

a a
a a

N N
i t

N

( )
+ − −

λ = λ D 
  

,n n

n

b b
b b

N N
i t

N
	  (22)

where −N  are the numbers of positive and negative micro-errors, 
respectively, in both of the pair products ( ) ( )D w Dcosg i t n i t   
and 

0
.qN

As a result, the robustness of the estimates R
na  and R

nb  
can be assured by balancing the positive and negative errors 
using the formulae

( ) ( )
=

 = D w D − λ ∑
1

2
cos ,

n

N
R
n a

i

a g i t n i t
N

( ) ( )
=

 = D w D − λ ∑
1

2
sin .

n

N
R
n b

i

b g i t n i t
N

	  	 (23)

Therefore, the use of these robust algorithms makes 
enhancing the reliability of the results of monitoring for 
changes in the vibration conditions of offshore platforms 
possible.

In the following paragraphs, we demonstrate the validity 
of the proposed technology through the results of a compu-
tational experiment conducted in the MATLAB computing 
environment. 

In the experiment, a noisy signal ( )Dg i t  consisting of 
the useful signal 

( ) ( )D = w DsinX i t A i t  

with a number of samples 5000,N =  an amplitude ( )D0 ,g i t  a 
period 2Т =  ms, a cyclic frequency w = π,  a sampling period 

D = =
2

,
5000

Т
t

N
 

and noise ( )ε Di t  was generated in the form of a random func-
tion following a normal distribution law, with a useful signal 
variance 50.005,XD =  and with a noise variance ε = 9.0205.D

After that, an array was formed from the samples of the 
noise ( )ε Di t  that were generated by a random variable gen-
erator. In addition, an array of samples of ( )ε D' i t  was created 
from the samples of ( ) ( ) ( )D = D + ε Dg i t X i t i t  using formula 
(18). Then, using formula (11), traditional estimates of the 
spectral characteristics na  and nb  of the noisy signal ( )Dg i t   
were calculated, and an array of samples of ( )ε De i t  was cre-
ated from formula (19). Then, using formulas (21) and (22),  
both the estimates of ( )λ Da i t  and ( )λ Db i t  and the estimates 
of the errors λ

na  and λ
nb  were calculated. Finally, robust 

estimates for R
na  and R

nb  were calculated from formula (23). 
In the experiment, for the spectra n=1, 2, 3, 4, the values 

of the estimates na  and nb  were close to zero. However, 
when 5n=  (i. e., the period length was 0.5 ms), sudden 
changes were observed in the values of the estimates 5a  and 

5b  that were calculated via traditional technologies. The re-
sults of this experimental case are shown in Table 1.

Table 1

Results of the computational experiment for calculating 
robust estimates of the spectral characteristics

5a 0.0023

5b 9.9682

( )λ Da i t 0.1435

( )λ Db i t 0.0673

λ
5a 0.014

λ
5b 0.0558

5
Ra 0.0051

5
Rb 9.8565

 
Fig. 1. Diagram of first 100 samples of useful signal X(iΔt), noise ε(iΔt), and sum noisy signal g(iΔt) 
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As Table 1 shows, the robust estimates of R
na  and R

nb  
calculated from formula (23) turned out to be close to the 
estimates of na  of nb  calculated from the traditional for-
mula (11), which confirms the reliability and validity of the 
proposed technology. 

5. Technologies for calculating estimates 
of spectral characteristics of vibration 

signal noise

Our research has revealed that the on-
sets of changes in the vibration conditions 
of offshore platforms resulting from the 
births of various defects primarily affect 
the spectrum of the noise ( )ε ∆i t  of the 
vibration signal ( )∆ .g i t  Therefore, in order 
to provide reliable monitoring of the begin-
ning of latency period T1, it is logical to use 
estimates of the spectral characteristics of 
the noise ( )ε ∆i t  as informative attributes 
[16–18]. Considering the expressions (18)–
(21), the algorithms for spectral analysis 
of the noise ( )ε ∆i t  of the vibration signal 

( )∆g i t  can be represented as
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      (24)

Assuming that
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sgn sgn
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g i t X i t

g i t

g i t

g i t
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+ ∆ >


= ∆ =
− ∆ <

 	 (25)

and taking into account formulae (18) and (19), expression 
(24) can be written as follows:

Thus, the robust estimates of 
εna  and 

εnb
 
obtained from 

expression (23) make it possible to register the onset of de-
fect formation during period T1. However, using expression 
(26) in control systems makes it possible to register the 
beginning of the latency period T1, representing the plat-
form’s transition into an emergency state, by calculating the 
estimates of the spectral characteristics of the noise ( )ε ∆i t  of 
the vibration signal ( )∆ .g i t

An analysis of other possible options for calculating the 
estimates of the spectral characteristics of the noise has 
shown that, by taking into account expressions (24)–(26), 
the algorithms for calculating the estimates na ε  and nb ε  of 
the relay spectral characteristics of the noise ( )ε ∆i t  of the 
vibration signal ( )∆g i t  can be represented by

Our research has also demonstrated that, in addition 
to the above, noise sign spectral analysis technology can be 
used to solve our problem with the expressions

It is clear that the estimates of '
na ε  and '

nb ε  obtained 
from these expressions will be different from zero only in 
the presence of a correlation between ( )∆X i t  and ( ).i tε ∆  
The distinctive features of this technology are that it is 
easily implementable in terms of hardware and that it can 

be used to signal the starting 
moment of period T1.

Considering how extremely 
important monitoring the forma-
tion of defects that precede acci-
dents on offshore platforms is, it is 
advisable to duplicate the indica-
tion of the beginning of period T1 
by estimating the spectral charac-
teristics of the noise ( )ε ∆ ,i t  with 

indication occurring the moment that a correlation between 
the useful vibration signal and its noise appears. An analysis 
of the characteristics of possible solutions to this problem 
has shown that, in addition to the above algorithms, it is 
expedient to utilise the algorithm for calculating the esti-
mate of the relay cross-correlation function ( )ε µXR  between 

( )∆X i t  and ( )ε ∆i t  of the noisy vibration signal ( )∆ .g i t  In 
[3], the authors show that the estimate of the relay cross-cor-
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relation function ( )ε 0XR  between ( )ε ∆i t  and ( )∆X i t  can be 
calculated with the following formula:

Expanding the right-hand side of this formula and taking 
into account that

( ) ( )∆ = ∆sgn sgn ,g i t X i t  		   	 (30)

expression (29) can be written as

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( )

∗
ε
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 = ∆ ∆ + ∆ ε ∆ 

 − ∆ + ∆ + ∆ ε + ∆ + 
 + ∆ + ∆ + ∆ ε + ∆ 

∑
1

1
0 sgn sgn

2 sgn ( 1 sgn ( 1 )

sgn (( 2) sgn (( 2) ) .

N

X
i

R X i t X i t X i t i t
N

X i t X i t X i t i t

X i t X i t X i t i t 	 (31)

If both the stationarity and normality conditions of the 
distribution law are then satisfied, we can assume that

As a result, we attain the expression

( ) ( )
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ε ε

= =

= =

= ∆ ε ∆ = ∆ ε ∆∑ ∑
1 1

0 0
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sgn sgn .
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N N

i i

D R

X i t i t g i t i t
N N

Formula (29) provides us with an estimate of the relay 
cross-correlation function ( )0XR∗

ε  between the useful signal 
( )∆X i t  and the noise ( )ε ∆ ,i t  meaning that

 (33)

The most distinctive feature of this algorithm is that the 
estimate of ( )0XR∗

ε  is equal to zero during normal platform 
operation. However, as various defects arise, when a cor-
relation appears between ( )∆X i t  and ( )ε ∆ ,i t  the estimate 
diverges from zero and makes it possible to both reliably 
register and signal the onset of a facility’s transition into an 
emergency state. Therefore, the estimates of 

ε
,na  

ε
,nb  ε

∗ ,na  ∗
ε ,nb  

ε
'

1,na  ε
'

1nb  and ( )0XR∗
ε  mirror their respective counterparts. As 

the defect develops, the values of the estimates of 
ε
,na  

ε
,nb  ∗

εna  
and ∗

εnb  grow, which allows for control of not only the start but 
also the dynamics of change in the facility’s emergency state.

Fig. 2 is a photograph of our semi-natural experiment, 
showing both the vibration sensor and the monitor display-
ing the signal received during the experiment.

To verify the reliability of this technology, we present the 
results of a semi-natural experiment including the use of our 
monitoring system, in which various defects were simulated. 
The noisy signals ( )∆1 ,g i t  ( )∆2 ,g i t  ( )∆3 ,g i t  and ( )∆4g i t  con-
sisting of both the useful signals ( )∆1 ,X i t  ( )∆2 ,X i t  ( )∆3X i t  

and ( )∆4X i t  and the noise functions ( )ε ∆1 ,i t  ( )ε ∆2 ,i t  ( )ε ∆3 i t  
and ( )ε ∆4 ,i t  respectively, were received at the outputs of 

the vibration sensors (Fig. 2). The estimates of the 
cross-correlation function between the useful signals 

( )∆1 ,X i t  ( )∆2 ,X i t  ( )∆3X i t  and ( )∆4X i t  and the noise 
functions ( )ε ∆1 ,i t  ( )ε ∆2 ,i t  ( )ε ∆3 i t  and ( )ε ∆4 ,i t  respec-
tively, assumed different values for the occurrences of 

different defects. During the experiments, it became clear that 
for the spectra n=1, 2, 3, 4, the values of the estimates 

εi
na  and 

εi
nb  were close to zero. However, when n=5 (i. e., when the 

period was 0.5 ms), estimates of the spectral characteristics of 
the noise began increasing in conjunction with the estimates 
of the cross-correlation function εXR  for different defects. The 
results of one of the many experiments are shown in Table 2.

As Table 2 shows, different estimates of the cross-correla-
tion function εXR  were obtained depending on the specific 
nature each defect, which, in turn, affected the estimates 

ε1
5 ,a  

ε2
5 ,a  

ε3
5 ,a  

ε4
5 ,a  

ε1
5 ,b  

ε2
5 ,b  

ε3
nb  and 

ε4
5b  of the spectral  character-

istics of the noise. The results of numerous similar experiments 
found these estimates to be reliable indicators of the beginning 
of the latency period of a platform’s transition into an emergen-
cy state.

Thus, when typical de-
fects began to emerge in 
the elements of a platform 
as a result of the correla-
tion appearing between 

( )∆X i t  and ( )ε ∆ ,i t  both 
the estimate ( )∗

ε 0XR  and 
the spectral characteris-
tics ε ,na  ε ,nb  ε ,na  ε ,nb  ε

'
na  and 

ε
'
nb  of the noise ( )ε ∆i t  deviated from zero. In the absence 

of a correlation between ( )ε ∆i t  and ( )∆ ,X i t  these esti-
mates were equal to zero. Consequently, they can be used 
as reliable alternative informative attributes for the timely 
monitoring of the beginning of period T1.

Fig. 2. Intelligent system for monitoring the technical 
conditions of offshore platforms and test bench for  

semi-natural experiments

Table 2

Results of a computational experiment for calculating 
estimates of the spectral characteristics of the noise ε(iΔt) of 

the vibration signal g(iΔt)

Estimate/noise ε1 ε2 ε3 ε4

ε5
i

a 0.066 0.264 1.211 2.574

ε5
i

b 0.024 0.138 0.854 1.745

εXR 0.252 1.008 4.032 9.072
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6. Operating principles of the spectral noise subsystem 
for monitoring the onset of changes in the vibration 

conditions of offshore platforms

The operating principles of the subsystem performing the 
noise monitoring of the technical conditions of offshore plat-
forms are described in detail in [1]. Here, we discuss forming 
additional reference sets of informative attributes consisting 
of the estimates of the spectral characteristics ε ,na  ε ,nb  ∗

ε ,na  
∗

ε ,nb  ε
' ,na  ε

'
nb , εD  and ( )∗

ε 0XR  of the vibration signals obtained 
from expressions (14), (17), (23), (26)–(29) and (33).

Note that the number of these reference sets depends on 
the number of vibration sensors installed in either the main 
sections or the most vulnerable “informative” structures of 
platforms. Naturally, as the number of subsystems increases, 
the system becomes more complicated. However, a lower 
number of subsystems increases the probability of delays 
occurring in the indication of faults. The optimization of 
the number of sensors is not considered in this paper, but a 
preliminary analysis shows that the number of sensors used 
should be at least 15–20. For a large number of sensors, 
the nonnegative garrote approach, described in detail in 
[19–24], is recommended. In general, the process of selecting 
a sensor is determined by the conditions of its application. 
Structural frequency monitoring systems most commonly 
use sensors for [21, 22]:

– vibration displacement;
– vibration velocity;
– vibration acceleration.
Sensors in the first category characterise the control 

object’s position, sensors in the second category char-
acterise the rate of change of the object’s displacement 
with respect to time, and sensors in the third category 
characterise the rate of change in velocity. These three 
parameters characterizing vibration are interrelated, and 
by controlling, for example, vibration acceleration via ei-
ther single or double integration, it is easy to calculate the 
remaining two parameters.

The use of these three types of sensors is based on the 
need to control vibrations at facilities with different fre-
quency characteristics. Vibration displacement sensors are 
well-proven to be effective in the low-frequency region, 
vibration velocity sensors are usually used for medium-fre-
quency facilities, and vibration acceleration sensors are 
usually used for high-frequency ones.

Our analysis of the possible applications of vibration sen-
sors in monitoring the technical conditions of offshore plat-
forms found Bean Device AX-3D sensors the most suitable. 
These sensors can be easily installed at the most vulnerable 
points of a platform’s structure (Fig. 1). Measurement infor-
mation is collected from these sensors via Wi-Fi using the 
Bean CetanWay Controller. The Wi-Fi signals emanating 
from the Bean Device AX-3D sensor carry ranges of up to 
650 m, which is sufficient for the typical sizes of offshore 
platforms. The technical parameters of the Bean Device AX-
3D sensor are described in [23].

During the operation of the intelligent system for moni-
toring the technical conditions of platforms shown in Fig. 2, 
reference sets consisting of the estimates of the vibration 
signal noise characteristics are generated in the first stage of 
training. This means that for each kind of platform vibration 
conditions, including during calm weather, moderate wind, 
strong wind, a hurricane, a drilling rig operating, or others, a 
reference set ε j

W
 
of informative attributes is created:

After this training, in a similar way to the system de-
scribed in [1], our system switches to monitoring mode, in 
which combinations of the current spectral characteristic 
estimates of the vibrating signal noise received from the 
corresponding sensors are calculated via the same technol-
ogies. Then these are compared with all of the elements of 
the reference sets. The current estimates that differ from 
their respective reference elements by values exceeding an 
established threshold are singled out. If no such element is 
detected, then it is assumed that the platform’s vibration 
conditions are stable. When such an element is detected, 
it is located based on its vibration sensor address in order 
to be diagnosed by maintenance and repair personnel. The 
methods described in [25–28] can be used to locate damage 
in the platform’s structure.

Our experiments have shown that the reliability of spec-
tral noise monitoring results depends primarily on the noise 
sampling interval selection. This is because changes in ma-
rine weather conditions affect the vibration conditions both 
of individual structural elements and of each platform as a 
whole, altering the spectra of both the noise and the useful 
vibration signal. Since the estimates of the spectral charac-
teristics of the noise ( )ε Di t  of the vibration signal ( )Dg i t  
contain the diagnostic information, adaptive calculation of 
the sampling interval εDt  is required [29, 30]. Therefore, 
the sampling interval εDt  is calculated in the monitoring 
system in real time in order to obtain the estimates of the 
spectral characteristics of the noise ( )ε Di t  with sufficient 
accuracy. This is achieved by making use of the frequency 
properties of the least significant bit ( )D0q i t  of the samples 

( )Dg i t  that forms during the analogue-to-digital conversion 
of the vibration signal ( )D .g i t

To accomplish this, the signal ( )g t  is converted into dig-
ital code with a frequency vf  that considerably exceeds the 
sampling frequency cf  found using the traditional method 
(i. e., v cf f ) [15, 29].

In this case, the sampling interval D ,vt  calculated from 
the formula

D =
1

,v
v

t
f

 				     (34)

proves to be considerably smaller than the sampling frequen-
cy D gt  of the vibration signal ( )D ,g i t  meaning that

εD D .gt t  				     (35)

As a result, the following inequality between the sam-
pling frequency =X gf f  and the frequency vf  arises:


D D 




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.
v X

v X

f f

t t
 					     (36)

Therefore, there is a high probability that the bit values 
of the samples of the signal ( )Dg i t  will be repeated in each 
subsequent step of the analogue-to-digital conversion, and 
the following equality arises:
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[ ] [ ]D ≈ + D ≈( ) (( 1) ) 1,X i t P X i t 	  		  (37)

where P is the probability sign.
In the process of analogue-to-digital conversion with the 

frequency ,vf  the frequency 
0qf  affected by the spectrum of 

the noise ( )ε Di t  is determined by the number of transitions 

0qN  of the least significant bit ( )D0q i t  of sample ( )Dg i t  
from one-state to zero-state per unit time. For this case, 
both the number 

0qN  and the total number of samples N of 
the vibration signal ( )Dg i t  are determined. Then, the fol-
lowing expression can be used in the calculation of both the 
frequency 

0qf  and the sampling interval εDt  using software:

≈ 0

0
.q

q v

N
f f

N
 				     (38)

Therefore, software calculation of the monitoring sys-
tem’s sampling interval D еt  of the noise is reduced to the 
following:

1) The vibration signal ( )Dg i t  is converted into digital 
code with an excess frequency vf  during the observation 
time T, and a file is generated from N of its samples.

2) The number of samples 0Nq  for which the least signif-
icant bit ( )D0q i t  of sample ( )Dg i t  differs from the least sig-
nificant bits + D0q (( 1) )i t  and − D0q (( 1) )i t  of the adjacent 
samples ( )D1g i+ t  and ( )− D1 ,g i t  respectively, calculated 
using software. Then, using the correlations

= 0
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N
 εD £
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1
,

q

t
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0qf  and εDt  are calculated.
For instance, at the sampling frequency = 10000 Hzvf  

for = 10000,N  if 
0qN  is equal to 1000 samples, then the fre-

quencies

0

0

q
q

N
f =

N
 and 

1000
10000 1000

10000vf = =  Hz, 

and the interval Dt  is 

εD £ = =
0

1 1
0.001

1000q

t
f
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Our experiments have shown that such a calculation 
of the sampling interval εDt  is easily programmable, and 
during the encoding of the vibration signals ( )D ,g i t  it is 
easy to determine the noise sampling frequency that corre-
sponds to the high-frequency spectrum of the noise ( )ε Di t  of 
the sum signal ( )D .g i t  It has been established that the spec-
tral noise monitoring of the vibration conditions is effective 
within a sampling frequency 

0qf  range of 2000–3000 Hz. 
Because of the simplicity of the implementation of this tech-
nology, it carries the prospect of wide practical application, 
which is of particular importance.

7. Discussion of research results

Comparing with traditional algorithms and technolo-
gies, which are effective under the condition that there is no 
correlation between the useful signal and the noise, the use 
of the offered technology for monitoring the condition of 

offshore platforms prevents delays in malfunction reporting 
and catastrophic accidents.

The algorithms and technologies of spectral analysis of 
both vibration signal and its noise proposed in this paper 
increase the reliability of monitoring the beginning of a 
latent period of transition to an emergency state of offshore 
platforms. This feature helps to improve the effectiveness of 
the control systems of offshore platforms.

In the article [1] we proposed noise technologies for 
monitoring changes in vibration condition of offshore plat-
forms by means of the sets of combinations of informative 
attributes. Improved technologies of spectral analysis of 
vibration signal and its noise proposed in this article give the 
opportunity to identify the beginning of a latent period of 
transition to an emergency state of offshore platforms. 

Control of the vibration state of oil-gas objects function-
ing in sea conditions is the task of paramount importance 
in the creation of control systems of such objects. Another 
important area of implementation of the given technology is 
the control of the vibration state of drilling rigs. By means 
of this it is possible to determine the beginning of the latent 
period of the failures. This problem will be discussed in an-
other article.

8. Conclusions

1. During the operation of an offshore platform, changes 
in weather conditions affect the vibration conditions both of 
the individual structural elements and of the platform as a 
whole, which leads to changes in the spectra of both the noise 

( )ε Di t  and the useful vibration signal ( )DX i t  received from 
the corresponding vibration sensors. In addition, because we 
need to calculate the estimates of the spectral characteristics 
of the noise ( )ε Di t  of the vibration signal ( )Dg i t  in real time 
to obtain continuously updated diagnostic information, the 
sampling interval εDt  is calculated by making use of the 
frequency properties of the least significant bit ( )D0q i t  of 
samples ( )D0g i t  that forms during the analogue-to-digital 
conversion of the vibration signal [29]. The sampling fre-
quency of the noise ( )ε Di t  is determined, using the number 
of transitions 

0qN  of the least significant bit ( )D0q i t  of sam-
ple ( )Dg i t  from one-state to zero-state per unit time. In the 
monitoring process, this procedure is reduced to a software 
calculation of the correlation between the number of sam-
ples 

0qN of ( )Dg i t  for which the least significant bit ( )D0q i t  
differs from the least significant bits + D0(( 1) )q i t  and 

− D0(( 1) )q i t  of the adjacent samples and the total number of 
samples N of ( )D .g i t  Due to its simplicity of implementation, 
this technology can find wide practical applications in mod-
ern monitoring, diagnostic, and control systems.

2. Offshore platforms and other offshore oil and gas 
extraction facilities operate under continuous oscillating 
conditions due to the influence of ocean waves in various 
weather conditions. In this regard, vibration signals contain 
most of the information about the technical conditions of 
a platform. Studies have shown that in terms of the timely 
registration and signalling of the onsets of faults, the use of 
spectral analysis technology on the vibration signal noise 
is the most effective means of achieving this. It should be 
taken into account that vibration signals develop correlated 
noise due to the defects emerging in such a facility, which in 
some cases is the only useful information available about the 
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beginning of the latency period of the facility’s transition 
into an emergency state. However, the data contained in the 
noise is lost in existing control systems because of filtering. 
Therefore, the algorithms and technologies that were pro-
posed in this paper for the spectral analyses of both the noisy 
vibration signal and its noise in order to increase both the 
reliability and the validity of the monitoring of the onset of 
the latency period of transition into an emergency state can 
contribute to an enhanced operating efficiency for control 
systems of offshore platforms.

3. The use of traditional algorithms and technologies 
for the spectral analyses of noisy signals in control and 
diagnostics systems is effective and expedient under clas-
sical conditions, such as stationarity, the normality of the 
distribution law, and the absence of correlation between the 

useful signal and the noise. These algorithms have found 
wide practical applications, as these conditions are met 
in many industries for the signals received at the outputs 
of their corresponding sensors. However, in certain cases, 
correlations are present between the useful signal and the 
noise. In one of these cases, if a delayed indication of mal-
function does not result a state of emergency for the facility, 
then the use of traditional algorithms can be considered 
expedient. However, there are many facilities for which a 
delayed indication of malfunction can entail a catastrophic 
accident, rendering traditional algorithms inefficient and 
impractical. For instance, the uses of such systems in mon-
itoring and diagnosing the conditions of offshore platforms 
leads to delays in malfunction reporting, which can some-
times result in catastrophic accidents.
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1. Introduction

Over the past decade, a number of fundamental results 
have been obtained in the theory of continuous optimal set 
partitioning problems (OSP). Methods and algorithms for 
solving multi-product, linear and nonlinear, stochastic and 
dynamical problems of optimal set partitioning problems 
with specified and unspecified coordinates of centers of 
subsets were developed. In addition, solutions to applied 
problems from the field of monitoring of ecology of industrial 
regions, territory planning of service spheres and control 
of social sphere, were obtained. The problems of control of 
technological processes and the problems, associated with 
construction of the elements of artificial intelligence systems 
were united in one direction [1, 4].

A variety of initial data, including information about 
properties of a set, restrictions on particular parameters of 
a problem and quality criteria, determines a wide range of 

applied partitioning problems. This, in turn, makes it possi-
ble to speak about the relevance of subsequent research both 
aimed at the development of the theoretical base, and at the 
search for solutions to specific problems. The problems of 
optimal partitioning of a plane curve, which are particular 
cases of a continuous OSP problem with placement of sub-
sets’ centers, are of special interest.

2. Literature review and problem statement

The theory of continuous OSP problems is based on 
a unified approach, which lies in reducing original in-
finite-dimensional optimization problems via Lagrange 
functional to non-smooth, as a rule, finite-dimensional 
optimization problems. For numerical solution of such 
problems, effective methods of non-differentiable optimi-
zation are used. 
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Досліджено особливості застосування теорії задач 
неперервного розбиття множин для випадку, коли вихід-
на множина є частиною плоскої кривої. Сформульована 
задача для окремого випадку відомої постановки. Ця 
задача розв’язана з урахуванням запропонованих обме-
жень. Виконано обчислювальний експеримент. Зроблено 
висновки про можливості прикладного застосування 
розв’язків поставленої задачі
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Исследованы особенности применения теории задач 
непрерывного разбиения множеств для случая, когда 
исходное множество является частью плоской кривой. 
Сформулирована задача для частного случая известной 
постановки. Эта задача решена с учётом предложенных 
ограничений. Проведён вычислительный эксперимент. 
Сделаны выводы о возможности прикладного примене-
ния решения поставленной задачи
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