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Pospobaeno nioxio, axuil noeonye cemanmuuie Hag6-
YAHHA, ePAHYAAPHE POIOUMMA MA PO36 AZAHHA HEUIMKUX
penauiiinux pieHanb 01 no6y006u mounux ma inmepnpe-
mabenvHux npasui. 3anponoHoeaHo Cnoay4eny Heuimxy
MOOenb NPAMO20 T102i1H020 6UEC0EHHS HA OCHOBL NePEuH-
HUX npasua 3 panyaapuumu napamempamu. Pozpooneno
Memoo iEpapxiun0z0 HANAWMYBAHHA 3 JIHZEICMUUHOINO
MoOuixauicro Ha 0CHOGL PO38°AIAHHI HEUIMKUX Peasuiil-
HUX PIBHAHD, WO CKOPOUYE MAC HABUAHHSL

Kntouosi cnoea: iepapxiune narawmmyeanus, Kaacugi-
Kauitini neuimxi 6a3u 3nanv, Po36’A3aAHHA HeHIMKUX PeJis-
UTHUX PIBHAHD
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Paspaboman nooxod, xomopwuil obsedunsem ceman-
muueckoe o0yuenue, zpanyasaproe pasduenue u peute-
HUe HeuemKux PeisuyuoHHbIX YPAGHeHUl 0Ns1 NOCMPOEHUS.
mounvix u unmepnpemaéenviovix npasun. Ilpednoscena
COCMasHas HewemKas Mo0elo NPIM020 JI0ZUUECK020 8bl6O-
0a Ha 0CHO6e NePEUUHBIX NPAGUTL C 2PAHYIAPHLIMU NAPa-
Mempamu. Paspaboman memoo uepapxuyeckoii nacmpoii-
KU C TUH28UCMU1ECKOU MOOUpUKauuel Ha 0CHOBe PeuleHUs.
HeUemKuUx pesUUOHHbIX YPAGHEeHUll, Umo CcoKpauwjaem
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1. Introduction

Hierarchical tuning is used to ensure the accuracy and
interpretability of fuzzy models. The model of the highest
level of the hierarchy is based on the primary terms that de-
termine the semantic trend (increase, decrease). The model
of the lowest level is constructed using linguistic modifiers
(strong, weak) that reflect the semantic intensity of the
primary terms. The modified candidate rules are generated
for each primary rule, and the knowledge base is subject to
further selection and reduction [1]. The linguistic modifi-
cation is carried out by the concentration of the primary
term with the subsequent shift. As a result, the problem of
interpretability ensuring requires significant computing
resources [1].

The reduction of complexity is provided by the method of
hierarchical granular clustering, which carries out primary
partition with the subsequent refinement of granules with-
in primary classes [2]. The solution to the problem of rule
selection may be the use of fuzzy relational equations [3],
the solutions of which represent the linguistic modification
of the primary terms. Therefore, it is important to develop
a composite approach combining the benefits of semantic
training, granular partition and fuzzy relational equations in
simplification of the process of hierarchical tuning of fuzzy
classification knowledge bases.

2. Literature review and problem statement

Hierarchical tuning requires the definition of conditions
for modification of the primary rules, as well as the selection

of the modified candidate rules [4, 5]. For this purpose, mod-
els of linguistic modifiers are developed. In semantic models,
the linguistic modifier describes the significance measure
of the primary term or hedging threshold [6—8]. Then the
conditions of partition are associated with determining the
hedging threshold, and selection is based on the relation-
ships of semantic ordering [6].

The combination of advantages of the accuracy of granu-
lar models and interpretability of linguistic models has led to
the emergence of the composite approach to tuning [9-12].
The linguistic modification is accomplished by the partition
of the primary granules. The primary rules are consistently
selected according to the contribution to the classification
error [9]. The refined rules are formed using the methods
of hierarchical or conditional fuzzy clustering [10, 11]. Such
systems are regarded as partially granular, since the condi-
tion of the partition of the primary granule is determined by
its description [11]. The interaction of the rules is provided
by the granular parameters of the primary linguistic model,
and the composite method of partition is provided by the
flexible type of the primary membership function [12].

The incremental approach [9-12] accelerates the gen-
eration of candidate rules, but complicates selection. The
hierarchical selection requires the choice of the best config-
uration of the primary rules, whose linguistic modification
ensures the inference accuracy [9]. The common problem
with hierarchical tuning methods is the lack of conditions for
modification of the primary rules. As a result, both primary
and modified rules are subject to selection [13].

In [14-16], the method for tuning of classification rules
based on the inverse logic inference has been proposed. In
[14—16], the primary relational model has been used that




did not require primary selection. The hedging threshold of
the primary terms has been determined by solutions of the
system of fuzzy relational equations with extended max-min
composition. In [17], the method of linguistic modification
of the primary relational rules has been proposed. To do
this, the transition to the primary system of equations with
the hierarchical max-min/min-max composition has been
carried out [3]. The solution of such a system of equations
solves the problem of selection of the primary and modified
rules, which simplifies the process of generation of candidate
rules. However, the composite model [17] can yield in accu-
racy, since the primary model remains relational. The meth-
od of space partition of the input variables of such a model
excludes the application of the primary rules with granular
parameters. Finally, the model [17] needs to be tuned to
experimental data.

Unlike [17], the composite fuzzy model of direct logic
inference is developed on the basis of the primary rules with
granular parameters. The method of tuning such model to
experimental data is the method of classification rule hierar-
chical tuning with the linguistic modification based on solv-
ing fuzzy relational equations. In this case, the properties of
the model [17] allow reducing the complexity of the problem
of structural identification. In the first stage, the primary
rules are tuned, and the modification conditions in the solu-
tions of the primary system of equations are determined. In
the second stage, the parameters of the granular solutions in
the modified rules are tuned.

3. The aim and objectives of the study

The aim of the work is to develop the method of classifi-
cation rule hierarchical tuning with the linguistic modifica-
tion based on solving fuzzy relational equations. The method
should ensure the construction of accurate and interpretable
knowledge bases. In this case, the hierarchical selection of
the primary and modified rules should simplify the tuning
process.

To achieve this aim, the following objectives were ac-
complished:

—to develop a composite fuzzy model of direct logic
inference based on the primary rules with granular param-
eters;

— to develop a genetic-neural algorithm of hierarchical
tuning.

4. Models and method of classification rule hierarchical
tuning

4. 1. Composite fuzzy model of direct logic inference

For an object of the form y=£(X) with n inputs X=
=(x1,..., x,) and the output y, the “input — output” relation-
ship can be represented as a system of classification fuzzy
IF-THEN rules:

Ui[rl(xi:Aik)]ﬁy:E]7 J =1M, @

k=1T i=ln

Ul U {N@S@x)=0"N—>y=d, j=tm, (2
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where E;and d; are the primary and modified terms for
estimating the variable y, J=1,M, j=1m; M and m are

the numbers of the output terms; A is the primary term for
estimating the variable x;, i=1,n, in the rule k, k=1T; T
is the number of the primary rules; u is the significance
measure of the primary term Ay; o/*” is the fuzzy quantifier
that describes the significance measure u* in the rule with
the number p= 1z, of the class dj; zj; is the number of the
composite rules for the primary rule k in the class d;.

The following system of fuzzy logic equations with hier-
archical max-min/min-max composition corresponds to the
primary fuzzy knowledge base (1) [17]:

" (y)=I,g1a%<(miH(uH"(X),Vk’ N, J =1LM, 3

W (X)=min(u™ (x,), k =17, %)

where p*/(y) is the membership function of the variable y
to the term Ej; u"(X) is the membership function of the
vector X to the rule Hy, u* (x,) is the membership function
of the variable x; to the term Ay; 7/ is the weight of the pri-
mary rule Hy in the class E}, r;/ €[0,1].

The following system of fuzzy logic equations corre-
sponds to the composite knowledge base (2):

1 (y)=max v, [maxw, (min (W*”(x )}, j =1m, (5)
k=1T p=lzj o=t

where vj, is the weight of the primary rule Hy in the class dj,
vjr =1(0); wjsp is the weight of the composite rule with the
number jk,p in the class dj, wj,,€[0, 1]; u? (y) is the mem-
bership function of the variable y to the class dj; u/*"(x,) is
the membership function of the variable x; to the composite
term a*” = (A,,0*").

If the value of the variable x in (4) is given by the fuzzy
term %', then the degree of membership p*(&') is defined
as follows [18]:

(&)= sup [min(u’ (x,,0),u" (x))],

xelx,x]

where pA(x, B, o) and p* (x) are the membership func-
tions of the fuzzy terms A and & ; p is the coordinate of
the maximum of the function p4; o is the concentration
parameter [17].

The relations (3)—(5) determine the composite fuzzy
model of direct logic inference based on the primary rules
in the form:

1E(y, B, Qp)=/r(X, R, By, Q4), (6)

y=1(X, &, Z, q, V, W, By, Q,, By, Qa), )
where uf =(u”,..,u") is the fuzzy effects vector;
RcH, xE,=[r/ .,k =1,T,] =1,M]

is the weight matrix of the primary rules in the knowledge

base (1);
B,=(B",..B"), Q,=(c",.c"),
B, =(B",..B"™), Q,=(c",..,c")

are the vectors of the p and o parameters of the membership
functions of the fuzzy terms A;and Ej; Pis the number of the



primary input terms in the knowledge base (1); g and Z is the
number of the composite input terms and rules in the knowl-
edge base (2); V=(011,..., 0173, Otyerer Opr) and W=(wj,..., w7)
are the weight vectors of the primary and composite rules in
the knowledge base (2);

B,=(B",..."), Q,=(c",..,6"),
B,=(B",..p"), Q,=(c",.,c")

are the vectors of the B and ¢ parameters of the member-
ship functions of the fuzzy terms a;and d; fr and f, are the
connection operators for the primary (1) and composite
(2) rules.

4.2.The problem of tuning the composite fuzzy
model

Let the training dafa set be given in the form of L pairs
of experimental data: (X d S, d e{d,,....d,} — for tuning

the primary fuzzy model, < ,yp> — for tuning the com-

posite fuzzy model, where Xp =(&],..,x7) and d, (7,) is
the vector of the values of the input variables and the output
class (the value of the output variable) in the experiment
with the number p, p=1,L.

The essence of tuning the fuzzy model (6) is as follows.
It is necessary to find the weight matrix of the rules R, the
parameter vectors of the membership functions of the inputs
Ba, Q4 and the output Bg, Qp, B4, 24, which provide the
minimum distance between the model and experimental
fuzzy effects vectors:

mm (8)

3 1/«(X,,RB,Q)-} (d,B,Q,B,Q,)]

The essence of tuning the fuzzy model (7) is as follows.
It is necessary to find the weight vectors of the primary
and composite rules V, W and the parameter vectors of the
membership functions of the inputs B,, Q,, which provide
the minimum distance between the model and experimental
outputs of the object:

Zlfr(ﬁprf]evzvquvaBayQa)_])[,J = min . (9)

Z,V,W.B,

The number of rules Z and terms ¢ of the composite
model is determined by solving the primary system of fuzzy
logic equations.

Statement. The B parameters of classification rules of the
form:

UL U (N (x,elp™ B

k1Tp1z,,( i=1,n

DH—y=d, j=Lm, (10)

are the solutions of the primary system of equations (3), (4)
for the given output classes, that is, provide the minimum
distance between the observed and model significance mea-
sures of effects [3, 17]:

2 [n (d) = max(min(min(u™ B/"), 1/ )F = min- (11)

J=

Here B]kp(ﬁ ) are the lower (upper) bounds of the
coordinates of the maximum of membership functions

of the composite terms @/ in the rule with the num-
ber jk, p.

Proof. Formula (10) follows from the properties of the set
of solutions of the system of fuzzy logic equations with hier-
archical max-min/min-max composition [3, 17]. Let:

R =(u",..,uj") — the weight vector of the primary
rules Hy in the class d;

Z; — the number of the primary rules, selected for modi-
fication in the class dj;

B, =(B],...B]) — the coordinate vector of the maximum
of membership functions in the composite rule in the class
dy, j =1,m.

The weights of the primary rules in the cla%s d; are de-

. . . . H  —Hy
termined by a single maximum solution ;,L] (u] BT )
and a set of minimum solutions EZ = (ET ,...,EﬂT ), 1=1Z. Z;,of

the system (3).
For each interval solution of the system (3), that is, for

each primary rule with the weight [ {{‘* ,ﬁf/‘] k=1T,l= ﬁ

the system (4) has the set of solutlons S,, which is deter-
mined by a single minimum solution B i and a set of maxi-
mum solutions S ={Bj, h=1z,}

S‘;el: U [B],,B]‘Z.h].

—k  —k
BjineSi

(12)

—jkih = jkih

Here B], = B’“, LBy and B]lh =B, ,..B, ) arethe
vectors of the lower and upper bounds of the coordinates of
the maximum B;.

By taking the union over the subsets (12) with the pri-
mary rules, we obtain the set of solutions § *(R d;) of the
system (3), (4) whlch _is determined by the set of minimum
solutions S ={B",1=1, Z):

-U U

,]IEL BﬂheS,/

b

Si®Rd)= 5,

k_ch
BjeS;

BBl | (13)

Then the set of interval solutions (13) for the class d; has
the form:

S:(R,d))= U[

k=1T

U [ ;pofﬁ]], f:m. 14)

=1,z

Since for the hierarchical composltlon the solution Bk

in the set (14) is interpreted as | ) [Bfkp [3] !
i=ln

formula (10). The hedging threshold of the primary terms A;,
and E is deternpnned by the bounds of the significance mea-
sures [0 0. " | in the solutions of the system of equations
(3), (4), and the significance measures (u*,..,u*) in the
fuzzy effects vector pF.

], we obtain the

4. 3. Genetic-neural tuning algorithm

The genetic-neural method is developed in accordance
with [19, 20] for tuning the primary rules and solving the
system of fuzzy logic equations, as well as with [21] for tun-
ing the composite rules.

To solve the optimization problem (8), the chromosome
encodes the structure and parameters of the primary rules;
optimization problem (11) — the structure of the composite
rules; optimization problem (9) — the parameters of the com-
posite rules. The fitness function is constructed on the basis
of the criteria (8), (11), (9).



The cross-over operation consists in the exchange of
parts of the chromosomes in the weight matrix R and the
parameter vectors of the membership functions By, 4, Bh,
Qg, By, Qq; in the weight vectors of the prlmary rules p,]
and coordinate vectors of the maximum B* e in the weight
vector of the rules W and the parameter vectors of the mem-
bership functions B,, Q..

For the neural tuning of the model, the primary and
composite fuzzy rules were implanted into a composite neu-
ro-fuzzy network (Fig. 1).

X

Fig. 1. Composite neuro-fuzzy model

For tuning the structure and parameters of the primary
fuzzy rules, the recurrence relations are used:
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which minimize the criterion

= O -RE O,

where 1f(¢) (uF(®)) is the experimental (theoretical) fuzzy
effects vector on the ¢-th training step; #/ (¢) are the weights
of the primary rules on the #-th training step; B (¢), 6™ (¢),
B™ (), 6" (t) are the parameters of the membership func—
tlons of the primary terms on the ¢-th training step; B (¢),
6% (¢) are the parameters of the membership functions of
the composite output terms on the ¢-th training step; n is the
training parameter.

For tuning the structure of the composite fuzzy rules, the
recurrence relations are used:

a R
Ly e
W+ =p (@) - nau,,k(t)
< ok
Jjk.p jk.p
>*) B+ =B O (17)

Which minimize the criterion (16), where
(t) are the weights of the primary rules
in the class d; on the ¢-th training step; B/*”(¢)
are the coordmates of the maximum of mem-
bership functions of the composite input terms
on the ¢-th training step.
For tuning the parameters of the composite

b fuzzy rules, the recurrence relations are used:
O€;

w;,(t+)=w, ()- 117

Jjk.p Jjk.p w,, p(t)
R

i i aBl{k,p (t) )
Gfk"’(t+1):cfk"’(t)—ni 18)

‘ ’ 90" (1)’

which minimize the criterion
1 AT 7\2
= E(yt —-Y )zy

where g/ (y/) is the experimental (theoretical) output of
the object on the ¢-th training step; @, ,(¢) are the weights
of the composite rules on the ¢-th training step; 6/*”(¢) are
the concentration parameters of membership functions of the
composite input terms on the ¢-th training step.

The partial derivatives included in (15), (17), (18) are
calculated according to [19-21].

5. Example: the problem of quality control of the
wastewater treatment process

The problem of quality control of the process of primary
wastewater treatment is considered [22]. Rules to be tuned
are interpreted as solutions to the inverse problem of restor-
ing the reasons for pollution. Observation data for 527 days
of operation of treatment facilities were obtained from [23].

Input parameters are: x; — acidity, x1€[7.3, 8.5]; xog —
biological demand of oxygen, x,€[32, 517]; x3 — suspended
substances, x3€[104, 692]; x4 — volatile substances, x,€[7.1,
93.5]; x5 — sediments, x5€[1.0, 16.0]; x¢ — conductivity,
x6€[0.64, 3.17]*103. The output parameter is: 4 — the perfor-
mance of suspended organics sedimentation, y€[5.3, 96.1].

The primary rules with weights are presented in Table 1,
where the variables x; and y were described by the decrease



(D) and increase (I) terms. The primary output terms in
Table 1 were specified using linguistic modifiers: strongly
(s), moderately (m), weakly (w). The tuned membership

Table 2
Method of partition of primary output granules

functions of the fuzzy terms Ejallowed obtaining the method 4 | Hedging Modified | ;| Hedging | Modified
of partition of tl}ie primary output granules into the modified ? | threshold granules ’| threshold granules
granules d;=[B”,p"] (Table 2). sD | (0.86,0.21) | [18.25,35.11] | sT | (0.18, 0.95) |[67.70, 89.14]
Table 1 mD | (0.65,0.29) | [27.54, 47.61] | mI | (0.28,0.74) |[52.17,77.75]
Primary fuzzy knowledge base wD | (0.48,0.36) | [36.23, 54.30] | @ | (0.30, 0.53) [[49.85, 67.04]
IF THEN
X [Weight| 2 | @ | a3 | & | x5 | %6 y The total number of the primary input terms (D (I)) in
H, 0.51 D D D I D D Table 1 is: A1(2), A3(4), As(s), A7(3), Ag(m), A11(12). The tuned
H, 068 |l 71l Dl 11Dl D membership functions of the fuzzy terms Ay I=1,..,12, al-
g 080 | D | I | D| I |D|D 5 lowed obtaining the method of partition of the primary input
H, 093 | [\ I | D | I | D | D}, ;lD granules into the modified granules a, =[B",B"], I-1,..,7
Hs 045 | D | D | D | I | D] I wD (Table 3). Granular solutions of the system of equations (3),
Hg 0.59 I\ D | I} DI (4) are presented in Table 4.
Z7 ggg II) § g § g § For the relational primary rules from Table 1, the mean
8 . square error is 5.2918, and for the rules with granular pa-
Hy 075 |\ D | D | I |D|D]|D sl rameters — 3.9295. The resulting granular solutions provide
Hyo 062 \ D | D\ I | I DD . the approximation of productivity y to the experimental data
g” 82; g g § l]) 5 g wl presented in Fig. 2.
2 i The modified rules are given in Table 5.
Table 3
Method of partition of primary input granules
X qi Hedging threshold Modified granules qi Hedging threshold Modified granules
1 2 3 4 5 6 7
Al [0.91, 1] [7.30, 7.41] Al [0.86, 1] [8.27, 8.50]
A? [0.74, 0.91] [7.41,7.55] A2 [0.65, 0.86] [8.15, 8.27]
AP [0.65, 0.86] [7.50,7.62] A [0.48, 0.65] [8.04, 8.15]
X1 Al [0.53,0.74] [7.55,7.72] Al [0, 0.65] [7.30, 8.15]
A [0.48, 0.65] [7.62,7.77]
A [0.36, 0.48] [7.77,7.91]
Al [0, 0.53] [7.72, 8.50]
Al [0.74, 1] [32.00, 135.70] Al [0.65,1] [390.60, 517.00]
A2 [0.48, 0.74] [135.70, 196.12] Al [0.65, 0.86] [390.60, 432.84]
X2
A [0.36, 0.48] [196.12, 235.49] AP [0.48, 0.65] [352.19, 390.60]
Al [0,0.53] [183.27, 517.00] Al [0, 0.48] [32.00, 352.19]
Al [0.86, 1] [104.00, 168.41] Al [091,1] [534.92, 692.00]
A2 [0.65,0.86] [168.41, 223.58] Al [0.74,0.91] [485.02, 534.92]
X A [0.41, 0.65] [223.58, 298.11] : [0.53,0.74] [422.80, 485.02]
Al [0, 0.48] [272.60, 692.00] Al [0.36,0.53] [354.16, 422.80]
A 0, 0.53] [104.00, 422.80]




Continuation of Table 3

1 2 3 4 5 6 7
Al [0.91,1] [7.10, 21.90] Al [0.86, 1] [75.04, 93.50]
A2 [0.74,0.91] [21.90, 29.08] A? [0.65, 0.86] [67.28, 75.04]
X4
A [0.53, 0.74] [29.08, 39.15] A [0.41, 0.65] [56.12, 67.28]
Al [0, 0.48] [ 7.10, 59.74]
Al [0.86, 1] [1.00, 3.17] Al [0.91, 1] [13.26, 16.00]
Al [0.65, 0.86] [3.17, 4.86] A2 [0.74, 0.91] [12.03, 13.26]
x5 Al [0.48, 0.65] [4.86, 6.45] A [0.53, 0.74] [10.51, 12.03]
Al [0.41, 0.74] [4.15,7.28] Al [0.36, 0.53] [8.82,10.51]
A [0, 0.48] [6.45, 16.00]
Al [0.74, 1] [0.64, 1.21] Al [0.65, 0.86] [2.33,2.57]
A [0.65, 0.86] [1.08, 1.30] A% [0.48, 0.65] [2.10, 2.33]
o A [0.53, 0.74] [1.21, 1.44] A, [0.30, 1] [1.74, 2.98]
Al [0.48, 0.65] [1.30, 1.52] Al [0, 0.48] [0.64, 2.10]
A3 [0, 0.53] [1.44,3.17]
Table 4
Granular solutions of the system of fuzzy logic equations
X B IF THEN
H X1 X2 X3 X4 X5 X6 Y
1 2 3 4 5 6 7 8 9
H A13 Af,B/i A; A;,S/l A92,3,5 A121,3,5
3 ,
H, 0.86 A AP Al Al Al A2 <D
Hg A24 A2 A2 Al Ag,s,s A11
2 4 5 8 2
A Ay A A A A
H, A7 A A2 2 Ay 2
3 ,
H, 0.65 A A} Al A A i mD
H; B -
H; A7 A A A Ay :
Af Ay A A A o
A11,3,5,6 A;S A;,?,S A;,Z,B A91‘2,3 1,12,4
Af e A A A A
Hy
1y A Af A A A A
H-
H, A Af A A 4 A
! 0.48 K
ZZ : A11,3,5,6 A;’Z A51,2,3 Aé,z,s A;,z,s 42 .
w.
27 A;,Z,S A;,Z A51,2,3 A;,Q,S A;,Z,S A132
8
A A Al A 2 A,
Af A Al Al A
Hy 036 e A A5 A A" A
H12 ’ A17 A;,Z,S A(;i A;'Z'S A140 1,12,4




Continuation of Table 4

1 2 3 4 5 6 7 8 9
" st A A A A 4 4
5
4 A A A 4 4
A A A e A A
Hg A1.2,4 A1,2 AS 12,3 1,24 13 wl
Hiyg 053 ] 3 5 Ay A i
Hyq ' ; 3 : 5
e A A A A A 4
A17 A;,Z Ag Aé,?,ll A1162,3 1i15
n A A " I A
" 0.74 P . v ) ) N ml
1 3 6 A7 1410 11
Hyy 0.91 Al Al Al Al Aly A sI
y 1007 The refined terms were described by the modifiers: s, m,
w (D, I) for xy—x3; s, m (D) and w, m, s (I) for x4; s, m, w (D)
! and m, s (I) for x5; s, m, w (D) and w, m (I) for xg.
)
S50H
6. Discussion of the results of
) effectiveness evaluation of classification rule
0 : ‘ : . . hi hical tuni
0 100 200 300 400 500 lerarchica’ tuning

Fig. 2. Model (—) and experimental (—) productivity

Table 5
Modified fuzzy knowledge base
IF THEN
X X1 X9 X3 X4 X5 X6 Yy
H;| mD wl-sI sD ml-sI | mD-sD | wD-sD
Hy sl wl-sl sD sI sD wD-sD sD
Hg| wI-sl | wlI-sI | mD-sD sI mD-sD ml
Hy| ml-sI | wD-sD | mD-sD | mI-sl | mD-sD | mD-sD
H;| mD wl-ml mD ml |wD-mD| mD
Hy ml mli-sl mD wl-ml mD wD-mD | mD
H; | wD-mD ml mD-sD | mI-sI |wD-mD ml
Hg| wl-ml | wl-ml mD ml mD wl-ml
H; | wD-sD wD | mD-sD | mI-sI | mD-sD | mD-sD
Hy | wl-ml | wD-sD | mD ml mD mD
H;| wD wl mD ml wD mD-sD
H, ml wl mD wl wD mD
Hs | wD-sD | mD-sD | mD-sD | mI-sI | mD-sD wl D
Hg | wl-sI | mD-sD | mD-sD | mI-sI | mD-sD | wI-ml @
H; | wl-wD ml wD ml mD wl
Hg| wl-ml ml wD wl mD wl-ml
Hyy| wD-sD wD wl ml-sl | mD-sD wD
Hyy| wD-wl | wD-sD wl ml-sl ml mD-sD
Hy | mD-sD | wD-wl | wD-wl | wl-ml | wD-wl | wD-wl
H5 | wD-wl | wD-wl (wD-mD| wl-ml | wD wl-ml
Hy| mD mD ml mD | wD-sD mD ol
Hyp| mD-sD | mD-sD | wI-ml | wlI-sI | wD-sD | mD-sD
Hy;| mD mD ml mD ml wD-wl
Hy»| wD-wl | mD-sD | wI-mI | wl-mI | mlI-sI | mD-sD
Hy |wD-mD |wD-mD| ml |mD-sD|wD-mD | wD-mD ml
Hy¢| mD-sD | mD-sD | mlI-sI |\mD-sD| ml-sI | mD-sD
Hy|  sD mD-sD sl sD sl mD-sD sl

In [14-17], the method for tuning fuzzy classification
knowledge bases based on the linguistic modification of
the primary relational models has been proposed. This
method develops these results for hierarchical tuning
with the linguistic modification of the primary rules. The
fundamental feature of the method is the transition to the
primary granular model with the subsequent tuning to ex-
perimental data. As a result, the tuning time is reduced due
to simplification of the hierarchical selection of the primary
and modified rules.

The primary selection requires solving the optimization
problem with Z7T variables for the weights of the primary
rules in the class dj, j=1,m [13]. The solution of the system
of equations with max-min composition allows reducing the
complexity of the primary selection by solving Z; optimiza-
tion problems with T variables. Tuning of the primary model
is an optimization problem with 2(M+m)+2nT variables for
the weights of the rules and two-parameter membership
functions.

Modification of each primary rule in the class d; is car-
ried out by solving the optimization problem with 2nz;,
j=1m, k=1, Z, variables for the p parameters of the rules
[9-12]. The solution of the system of equations with min-
max composition allows reducing the complexity of rule
generation by solving zj; optimization problems with 2n
variables for each primary rule in the class d.

Monitoring of the condition of water bodies is carried
out by automated measuring systems online. In such sys-
tems, multispectral control methods of integrated param-
eters of water pollution and biotesting methods are used
[24-27]. Emergency situations of different levels of danger
require that the time of tuning a fuzzy model as new data
arrive did not exceed the time of primary treatment. To pre-
vent polluted water from entering the biofilters, this time is
limited to 45 min.



Tuning by the method [9-13] takes 57 min, which ex-
ceeds the allowable time. The tuning time for this method is
33 min (Intel Core 2 Duo P7350 2.0 GHz processor).

The limitation of this method is the classification format
of the primary and modified fuzzy models.

7. Conclusions

1. The approach that combines semantic training, gran-
ular partition and solution of fuzzy relational equations for
constructing accurate and interpretable rules is developed.
The composite fuzzy model of direct logic inference based
on the primary rules with granular parameters is proposed.
It is shown that the weights of the primary rules, which are
subject to modification, as well as the hedging threshold of
the primary terms, are solutions of the primary system of
fuzzy logic equations with the hierarchical max-min/min-
max composition, which solves the problem of the hierarchi-
cal selection of the primary and modified rules for the given
output classes. For a particular technological process quality
control problem contained in the experimental part, the pri-

mary model with granular parameters allows reducing the
tuning error by 25 % compared with the primary relational
model [17].

2. The method of classification rule hierarchical tuning
with the linguistic modification is developed based on solv-
ing fuzzy relational equations, which allows reducing the
training time. The genetic-neural approach for tuning the
primary rules and solving the system of equations, as well
as tuning the composite rules was used. The effectiveness
of the approach is illustrated by the example of tuning and
interpreting the solutions to the technological process qual-
ity control problem for the specified productivity classes.
Compared to the hierarchical selection methods [9—-13], this
method allows reducing the tuning time by half.
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