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Poze'azana 3adana o00pobKu imnyavc-
HUX cueHanie. 3anpononosano adanmuéHuil
Memoo po3KNA0aHHA CYnepno3unil HeeiooMux
iMnyavcHux cuenanie. Pozpooaenuii memoo
He eumazae anpiopnoi ingpopmauii npo gpopmy
eJleMeHMapHux iMnyaocie, cmillkuii 0o 6nauUsy
sumiprosanvrux wymis. Ilpedcmaeneni pe3ynv-
mamu MUcenbHO20 M00ea06AHHI MA PeatvbHOi
nepesipxu na npuxaaoi ceucmiunozo 3oopa-
scenns. Pesynomamu excnepumenmis noxa-
3anu, wo 3anponoHo8aHull. memoo 00360J5€
idenmucpixyeamu micuesnaxooicenns eiemen-
mapHux iMnyasCie

Kmouosi caosa: imnyavc, modenn, cuznal,
cynepnosuyis, cneKmp, exo-iMnyavcHe 300pa-
HCEHHSL, GUMIPIOBATIOHUIL WYM
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Pewena 3adaua odpadomxu umnyivcHvlx
cuenanos. Ilpednoscen adanmuenviii memoo
Pa3noxceHuss cynepno3unyull Heu3BeCMHvIX UM-
nyavcnvix cuenanos. Paspabomannvii memoo
He mpebyem anpuopnoii undopmavuu o gopme
IEMEHMAPHBIX UMNYTLCOB, YCMOUMUB K 81U -
HUt0 uzmepumenvioix wymos. Ilpeocmasnennvt
pe3yavmamot HUCIEHHO20 MOOCAUPOBAHUS U
peanvioll npoGepKuU HA npumepe CelucMu1ecKo-
20 uzoopasicenus. Pesynomamol sxcnepumenmos
nokazanu, Umo npeooNceHHvll Menmood no3eo-
asem udeHmuuuyuposamo MecmononoxiceHue
LEMEHMAPHBIX UMNYTILCOB

Kaniouesvte cnosa: umnynsc, modens, cuznar,
CYnepno3uyus, CneKmp, 3X0-uMnyiabCHOe U30-
Opadicenue, uzmepumenvbHvLL WYMm
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1. Introduction

A large number of problems in the field of ultrasonic di-
agnosis [1], reflective seismology [2], radiolocation [3], and
spectroscopy [4] are related to the analysis of superpositions
of pulse signals in the form:

s(t)= Y ag(t=t)+n(t), ©)

i=1

where s(¢) is the superposition of a signal; L is the number of
measurements discrete steps of a signal s(¢); gi(¢) represents
some elementary impulse with ; amplitude and ¢; time delay;
n(t) is the measurement noise.

If a noise level is small and resolution capability of a
recording system is sufficient to provide a visual analysis of
s(t) superposition, then the estimation of its parameters L,
a;, t; is usually not a significant problem. Typically, problems
arise in situations where resolution capability is not enough
to perform visual analysis due to overlapping of elementary
impulses [5]. Therefore, it is actual to develop a new method
for decomposition of superpositions of signals to solve image
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processing problems of insufficient resolution or problems of
signals with overlapping impulses.

2. Literature review and problem statement

Let us assume that a form of an elementary impulse is
known and identical for all signals in the expression (1).
Then we can solve the problem of estimation of s(¢) super-
position parameters using the reverse filtering method [5],
which implies passing of s(¢) superposition through /(¢) filter
whose spectral characteristic F(¢) is inverse to a spectral
characteristic of spectrum of G(f) elementary pulse, that is

F(f)=ﬁ. @

Such a variant of solution is quite acceptable if the level
of measurement noise n(¢) is negligible. Since the method
of reverse filtration belongs to the class of reverse incorrect
problems [6], it is necessary to use regularized solutions F(t)rcg
in the presence of significant noise. They take the form:




G
GO +v(f)

F(f ) = 3

where G*(f) is the complex conjugation G(f); y(f) is the
regularizing function, its optimal choice is possible with the
known spectral characteristics of a signal and an interfer-
ence N(/) only.

We assume that the form of an elementary pulse is un-
known, and we assume that it is the same for all signals in a
superposition (1). Then a partial solution is possible using a
method of cepstral analysis [7], based on the calculation of
the reverse Fourier transform from the logarithm of an ener-
gy spectrum of the analyzed superposition:

2(0) = [log|S(/)| @™ dy. *)

As for the method of cepstral analysis, it is necessary to
note the following:

1) it is less sensitive to a level of measuring noise com-
pared to the method of reverse filtering;

2) nonlinearity of a logarithmic operation increases time
resolution capability of z(t) dependence. However, the same
nonlinearity leads to the emergence of numerous false peaks
(artifacts). It complicates an unambiguous analysis and in-
terpretation of z(¢) dependence radically;

3) it follows from statements 1 and 2 that analysis of a su-
perposition of pulsed signals based on the specified method
is, as a rule, limited by the case of superposition of two sig-
nals only. At the same time, their amplitudes should differ by
several times, since the cepstral analysis is unsuitable for the
estimation of a superposition of signals with approximately
the same amplitude.

A practical application of the method of cepstral analysis
seems very limited in many cases and is difficult due to the
facts mentioned above.

Practical tasks on image processing in seismic explora-
tion and ultrasonic medical diagnosis [8] relate to problems
of decomposition of superpositions of pulse signals where a
number of elementary pulses reaches hundreds [9]. And a
form of elementary impulses is not only unknown, but, as a
rule, is unequal. The level of measuring and structural noise
can be compared with amplitudes of useful signals in such
tasks. The estimation of a form of elementary impulses and
their amplitudes is not so important under such conditions
while the very fact of detection is important.

There is at present a sufficiently large number of propo-
sitions for different methods to process pulsed signals. Thus,
paper [10] proposes a method of adaptive filtering of signals.
A wavelet analysis is the base of a method for restoring
echo impulse signals, proposed in [11]. However, we can use
methods [10, 11] to reconstruct medical images only. Studies
[12—-17] propose methods of numerical analysis of signals
of various forms [12], which make it possible to code the
diversity of signals [13], to estimate parameters of unknown
distributions [14], to detect a selected region based on a
global contrast [15], to segment images based on algorithm
of fuzzy C-averages [16], to estimate generative models [17].
However, the proposed methods allow solving a small class
of highly specialized problems and they are difficult to apply
in practice.

The methods proposed in papers [18—23] make it possible
to perform image processing and analysis for solving specific
practical problems, in particular, problems concerning the
necessity of robust detection of watermarks [18] and hashing

of lexicographic images [19]. In addition, we can use such
methods for segmentation of images [20], improvement of
blurred images [21], processing of x-rays [22] and low con-
trast [23, 24]. Papers [25—30] present methods for modeling
complex dependences based on computational intelligence
[25], associative rules [26], negative selection [27], neu-
ral-fuzzy networks [28], agent technologies [29], stochastic
search [30]. The methods proposed in [25-30] make it pos-
sible to process data presented in various formats efficiently:
usual samples of multidimensional data [25, 28—30], trans-
action databases [26], samples containing missing values
[26, 27]. However, the methods proposed in papers [25—30]
do not allow solving the problems associated with processing
data presented in the form of time series effectively. Articles
[31-33] propose information technologies, which realize
methods [25-30]. Despite high efficiency in processing of
large-volume of multidimensional data, such methods do not
solve the problems of signal processing and time series [34]
effectively enough. In addition, existing software tools [12]
for analysis of echo-pulse images are very slow.

The specified disadvantages in existing methods and
information technologies necessitate development of new
methods and means for the decomposition of superpositions
of pulse signals. The signals have unknown and different
forms under conditions of significant measuring and struc-
tural noises. New methods should make it possible to solve
various practical tasks on image processing and analysis.

3. The aim and objectives of the study

The aim of present study is to create a method for the
decomposition of superpositions of pulse signals of unknown
and different forms under conditions of significant measur-
ing and structural noise.

To accomplish the aim, the following tasks have been set:

— proposition of an approach for the decomposition of
superpositions of unknown impulse signals;

— experimental testing of suitability of the proposed ap-
proach to the intended application;

— analysis of results of the conducted experiments on the
investigation of the efficiency of decomposition method for
superpositions of unknown impulse signals.

4. Development of method for the decomposition of
superpositions of unknown pulse signals by the adaptive
spectral analysis of the second order

For the purpose of decomposition of superpositions of
unknown impulse signals, it seems reasonable to decom-
pose expression s(¢) (1) by increasing resolution capability
of the spectral analysis. An idea of extrapolation of the es-
timated informative characteristics beyond the measure-
ment interval underlies the approach to decomposition of
signals. It provides an increase in its potential resolution
capability.

According to the assumption, we know nothing about
forms of elementary pulses g;(¢) (i=1,..., L). Therefore, a key
problem is a choice of such an informative characteristic,
which has the following features. Such a characteristic
should be related to the position on a time axis of each par-
ticular pulse, it should be independent of its form and to be
resistant to an influence of intense interference.



Let us consider this question on the example of a superpo-
sition of two pulse signals of unknown and unequal form (5):

S(t):a1g1(t_t1)+azgz(t_t2)- (5)

In the spectral domain, we should write expression (5) as

S()=aG (e "™ +a,G,(f)e > (6)

From the analysis of expression (6) it follows that a po-
sition of each elementary pulse is encoded by a complex har-
monic in a spectral domain. Its frequency does not depend
either on a form or an amplitude of the impulse. The period of
the harmonic is reversely proportional to a delay value ¢;. The
influence of the function G(f) has little effect on harmonic
components due to an insignificant influence of attenuation
and scattering effects of high-frequency components of a
probe impulse spectrum. It gives possibility to develop a
stable adaptive method of decomposition of superpositions of
unknown impulse signals in a spectral domain.

It may seem that the solution to the problem is possible
on the basis of application of a direct Fourier transform to
the dependence of type (6), since its application seems most
natural for the evaluation of harmonic components. How-
ever, the approach will not produce positive results in the
presence of overlapping pulses in a superposition of signals
because the direct Fourier transform, as a linear transforma-
tion, does not lead to an increase in resolution capability in
comparison with the original superposition of the analyzed
signals s(?) [5].

The theoretical basis of the new approach, which makes
it possible to increase time resolution capability of the anal-
ysis, is the fact that an expression of form

L
S(N)=2ae”™ +N(f) )
i=1
can look as a discrete linear prediction model [8]:
R 2L
SUD=2 2S00, ®)
i=1

where p; are the coefficients of a linear prediction model,
calculation of which is possible on the basis of known meth-
ods [9].

Expression (8) is a model for prediction of a spectral
characteristic by one spectral counting forward. The fol-
lowing expression characterizes an integral error of the
prediction:

E(f)=S(/)-5(/), ©)

which makes it possible to keep away to a large degree from
an influence of a structural noise.

A characteristic feature of using a linear prediction
model (8) is the possibility of implementation of an adap-
tive procedure for neutralization of an influence of mul-
tiple re-reflections (if there are any) by the selection of a
meaningful order of a linear prediction model Q=2L. In
experiments, we used the Burg algorithm to calculate co-
efficients of linear prediction [9], which provides a higher
resolution capability of spectral analysis by minimization
of an influence of edge effects at the boundaries of spectral
domains.

The question of a possible influence of G;(f) on the esti-
mates of superposition parameters (not taken into account in
the framework of model (7)) is not simple, since, according
to the initial assumption, the form of elementary pulses is
unknown to us. However, the mentioned factor is not sig-
nificant enough as confirmed by the results of experimental
studies [9]. Artifacts in the form of false spectral peaks may
appear during performing a “perceptive” analysis, especially
when analyzing noisy superpositions.

The representation of expression (7) in the form of linear
prediction model (8) does not, however, solve the task on
increasing resolution capability of visual analysis of superpo-
sitions of overlapping signals because we must carry out an
analysis in the time domain, and not in the spectral domain.
This stage proceeds based on the algorithm of adaptive para-
metric spectral analysis (second-order spectral analysis) [9]
applied to the Fourier spectral characteristic S(f). Thus, we
find a spectrum of a spectrum, due to which a reverse tran-
sition occurs from a spectral domain to a time domain of in-
terpretation of superposition parameters of impulse signals.

The transition occurs based on the application of expres-
sion [9]
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where we consider 6% as a variance of a linear prediction error
for a given order of model Q; Af=f;—f}.1is the value, which
characterizes discreteness of S(f) spectral characteristic
arising due to the finite value of a time interval for record-
ing of s(¢) superposition. It follows from expression (10) that
selection of an order of the linear prediction model Q should
be made until a prediction error approaches white noise. A
distinctive feature of model (10) is the fact that construction
of a parametric model of S(f) dependence provides potential
possibility for extrapolation of S(f) dependence beyond the
measurement frequency boundaries indirectly. In addition,
model (10) provides for a possibility of increasing resolution
capability of the analysis of superpositions in a time domain
(an additional factor for increasing the resolution capability
is a compensation of an influence of side spectral lobes char-
acteristic for all Fourier spectroscopy methods).

A distinctive feature of the analysis of superpositions of
signals based on expression (10) is the fact that there is a
reflection of poles of a denominator of expression (10) and
not physical amplitudes. Moreover, the poles are related to
the presence of precisely the harmonic components in S(/)
spectral characteristic.

Thus, the method of decomposition of superpositions of
unknown impulse signals by adaptive second order spectral
analysis includes the following steps:

— transition from the time domain of initial measure-
ments to the spectral domain using the direct Fourier trans-
form (first-order spectral analysis);

— calculation of a linear prediction model for the spectral
domain. The order of a linear prediction model determines a
significant number of displayed impulses that will be detect-
ed in a subsequent stage;

—inverse transition from the spectral domain to the
time domain using a nonlinear parametric spectral analysis
(second-order spectral analysis). We can use a synthesized
model of linear prediction of a spectral characteristic of the
analyzed pulse superposition as a basis for such a transition.

s(t) = (10)



5. Experiments and results of studying the method of
decomposition of superpositions of unknown pulse signals

We carried out verification of the developed method
based on the analysis of a noisy superposition of two differ-
ent impulse signals of the form (we made no assumptions
about their form) shown in Fig. 1, a.

shows its noisy copy. Fig. 2, ¢, d show the results of identi-
fication of re-reflections in a noisy superposition with the
proposed method.
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Fig. 1. Decomposition of a superposition of two unknown
pulse signals (horizontal axis — time (ms), vertical axis —
amplitude (mV)): a — original; b — real part of a spectral
characteristic of a noiseless superposition; ¢ — result of
cepstral analysis; d — result of the proposed method

It follows from Fig. 1, a that it is not directly possible
to estimate neither a number of elementary pulses in the
signal under consideration, nor their relative time location
on the basis of visual analysis of the original superposition
s(t). Fig. 1, b shows a real part of a spectral characteristic of
a noiseless superposition of two signals. Fig. 1 shows clearly
a superposition of two harmonics in the spectral domain
corresponding to two different time delays (an amplitude
modulation is conditioned by the influence of spectral char-
acteristics of elementary pulses themselves, as follows from
the expression (6)).

Application of the method of cepstral analysis [1, 9]
(Fig. 1, ¢), as arule, used to solve problems of such class, does
not yield any positive results due to the influence of noise
factors. Using the proposed method of parametric spectral
analysis (the order of a model is four, Fig. 1, d) made it possi-
ble to identify the presence and location of elementary pulses
(but not their amplitudes) unambiguously. A distinctive
feature of the analysis of superposition of signals based on
expression (10) is that such an approach “genetically” takes
into account the fact of the existence of uncorrelated noise of
measurements. This is explained by the fact that the method
becomes unstable in a general case (a numerator of expres-
sion (10) tends to be close (or equal) to zero).

Let us consider the proposed method on the example in
Fig. 2 to investigate the effectiveness of its use to solve prob-
lems on the elimination of signal re-reflections in layered
structures characterized by noiseless superpositions of band
pulse signals. Fig. 2, a shows a noiseless superposition of
band pulse signals corresponding to the presence of multiple
re-reflections inside a plane-layered structure, and Fig. 2, b
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Fig. 2. Analysis of a reverberation band pulse sequence
(horizontal axis — time (ms), vertical axis — amplitude (mV)):
a — noiseless pulse sequence; b — noisy pulse sequence;
¢ — isolation of the first re-reflection corresponding to the
lower boundary of single-layered plane-layered structure (an
order of a linear prediction model is 2); d — isolation of all
re-reflections in a noisy superposition (an order of a linear
prediction model is 12)

As we can see from Fig. 2, the proposed method makes
it possible to identify re-reflections of a noisy superpo-
sition effectively. However, the characteristic feature of
the example is in the following. In this case, the problem
is not an increase in resolution capability of the analy-
sis, but a need to neutralize a parasitic effect of multiple
re-reflections of a probing impulse inside the layer under
investigation.

6. Discussion of results of studying the method of
decomposition of superpositions of unknown pulse signals

Fig. 3, a shows a seismic image of a section of the earth’s
surface.

Fig. 3. Echo-pulse seismic image (horizontal axis — spatial,
vertical axis — time): @ — the original; b — result of
application of the new method (an order of a linear prediction
model is equal to 14)



The visual analysis of Fig. 3 shows that the initial echo-
pulse image has a large number of re-reflections within
geological layers, which seriously complicates the allocation
of their boundaries and, ultimately, the segmentation of the
layers. The application of the proposed method of a linear
prediction (Fig. 3, b) made it possible to neutralize the ef-
fect of parasitic re-reflections effectively and to identify a
structure of geological layers clearly, which makes possible
to improve the efficiency of visual analysis of seismograms.

The essence of the proposed method becomes clearer
when considering amplitude (but not bright) graphs of indi-
vidual seismic traces (Fig. 3, a). Fig. 4, a shows the seismic
trace corresponding to the 120th column of the original
seismogram (Fig. 3, a), it has numerous pulse re-reflections
of unknown form. Fig. 4, b shows the real part of the Fourier
spectrum of the seismic trace (first-order spectral analy-
sis) used as input data for the linear prediction method.
Fig. 4, ¢, d show the results of suppressing the effect of mul-
tiple re-reflections by the developed method with the transi-
tion from the frequency domain to the temporal one on the
basis of adaptive second order spectral analysis. The orders
of the linear prediction models are 16 and 26, respectively.

to actual physical amplitudes (Fig. 4, a, vertical axis), the
amplitudes in Fig. 4, ¢, d are not physical but mathematical.
They show a degree of proximity of poles of expression (10) to
aunit circle in the z-plane. Since such a mapping is essentially
nonlinear, this circumstance makes it possible to increase
reliability of separation of boundaries of low-contrast areas of
echo-pulse images of the layered structures (Fig. 3, a, b).

Thus, the results of the experiments showed that we can use
the proposed method effectively for decomposition of superpo-
sitions of impulse signals of unknown and different forms un-
der conditions of meaningful measuring and structural noise.
Practical application of the proposed method is possible in areas
where impulse signal processing is required, for example, ultra-
sonic medical diagnosis, seismic imaging, and non-destructive
testing. Further studies may consider the improvement of the
proposed method by using wavelet transforms.

The results of the experiments showed that application of
the method in the processing of seismic signals is associated
with limitations of the depth of measurement (the method
is effective in studying the depth of a surface up to 200
meters and if structures of generating layers have sufficient
contrast). The ways to solve this problem and the direction
of development of further research can be the modification
of the proposed method by using models based on neural
networks and wavelet transforms.
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Fig. 4. Amplitude charts of the results of analysis of the
120th seismic trace: a — seismic trace; b — real part of the
Fourier spectrum of the seismic trace (first-order spectral

analysis); ¢, d — result of application of the linear prediction

method for the orders of the model equal to 16 and 26,

respectively (second-order spectral analysis):

the horizontal axes are temporary for “a, c, d”, and the

frequency axis for “b”

As follows from the results of analysis presented in Fig. 4,
the proposed adaptive method of parametric spectral analysis
of second order makes it possible to effectively neutralize the
impact of multiple re-reflections under condition of optimal
choice of the order of the linear prediction model (Fig. 4, c).
This is explained by the fact that the splitting of spectral
peaks begins with an excess order (Fig. 4, d). Since the real
geological model of the probed area is not known, optimiza-
tion of the selection of an order of a linear prediction model is
possible only based on a degree of visual perception of the syn-
thesized image, which, as the study results show, is not critical
in practical terms. We should keep in mind that, in contrast

7. Conclusions

1. We developed an approach for the decomposition of
superpositions of unknown pulse signals. The basis of the
developed approach is a consistent use of various methods of
spectral analysis, which increases sensitivity of visual analy-
sis of echo-pulse images.

2. We performed experiments to investigate suitability
of the proposed approach to the intended application. We
solved the tasks on the elimination of signal re-reflections in
layered structures characterized by noiseless superpositions
of band pulse signals. The proposed method makes it possi-
ble to unambiguously identify the presence and location of
elementary pulses.

3. We analyzed results of the experiments conducted.
Based on the results of analysis, we established that the
proposed method makes it possible to improve the signal-
to-noise ratio of an image by 3 times, as well as to increase
resolution capability in processing signals and images with-
out using a priori information about the form of elementary
pulses. The method is resistant to the influence of measuring
noise. Neutralization of the effect of parasitic reflections
occurs due to the optimization of selection of an order of a
linear prediction model of Fourier spectral characteristics of
the analyzed seismic traces.
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Io6ydoeano memoo asmoxanibpyeanna ma xope-
2yeannsa 3nauenvb 6exmopy Mazwimmnoi iHoyKuii, wo €
npudamnum 00 3aCMOCYBANHHA 8 YMOBAX 0OMeIceHUX
00MUCTII0BANLHUX PecyYPCié MIKPOKOHMPOJLLIEPie ma
SoC-cucmem aemomamuzosanux cucmem ma inmepax-
muenux mpenaicepis. Jlocaioxceno npauezoamuicmo
anzopummie xanibpyeanns i o6podru nepugepiinoi
iHpopMmauii, wo peanizyromv cucmemy, ma 3anexc-
HiCMb GeuMUHU NOXUOKU BUMIpIO6anHns 610 ejacmu-
eocmeil damuuxa ma anapammux ocobaugocmei
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Hocmpoen memoo aemoxanu6poexu u Koppexmupos-
KU 3HAUEHUI 86€KMOPA MAZHUMHOU UHOYKUUL, KOMOPLIL
npuzooex 011 NPUMEHEHUSL 8 YCTOBUAX 02ZPAHUMEHHBIX
BLIMUCTUMETILHBIX PECYPCO8 MUKPOKOHMPOJIIEPOE U
SoC-cucmem Ilpednoscena cmpyxmypa pexyppenmnoi
cemu agmoMamu3upoBaAHHsIX CUCMeM U UHMEPAKMUG-
noix mpenascepos. Hccnedosana pabomocnocobnocmo
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yuKa u annapamuvix ocobennocmei
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1. Introduction

It is common knowledge that the conditions of function-
ing of primary transducers of physical quantities, sensors,
measuring instruments, controllers and other elements of
automated production and automated work places of train-
ing simulators are unpredictably different from the ideal
ones [1-10]. A wide range of levels, such as vibration, noise,
humidity, temperature, as well as a change in parameters of
technological process over a wide range, is characteristic of
the mining, shipbuilding, machine-building, casting, rolling
and other machining industries. Such changes in technolog-
ical parameters and influences exerted by the external work-
ing environment significantly affect the accuracy of measur-
ing a controlled magnitude [11-13]. Each of the factors that
causes the error, typically under laboratory conditions, can
be measured and separately taken into consideration in the
results of measurements. However, under actual industrial
conditions it appears impossible to take them all into ac-

count at the same time [11]. Given the impact of the specified
factors, the results of measurement by each sensor, along
with a predictable systematic error of the measured magni-
tude, include an additional random error, predetermined by
a change in the modes of its operation [4—11]. The sensors
that are built on the Hall effect, as well as other semicon-
ductor sensors, have a pronounced temperature dependence
and the non-linearity of characteristics [12]. These are only
two of the factors among all that determine the accuracy of
measurement by a given type of sensors. With regard to a
rather high price related to an increase in the accuracy of
measurements by improving the structural solutions and the
overall circuitry, it is an important task to search for meth-
ods that imply less cost [13—17]. One of such methods for the
adjustment of sensors’ characteristics is the recurrent artifi-
cial neural-network (RANN) method that has been gaining
traction recently [1]. The main areas of application of neural
networks include the approximation of functions, associative
memory, data compression, recognition and classification,




