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1. Introduction

The result of the high level of modern progress is that ex-
tensive technologies of increasing the performance of high-
speed processing reach their extreme opportunities. This is 
confirmed by violations of Moore’s law in recent years [1]. 
The desire to increase performance further to the exaflops 
level makes the challenge to find the new intensive solutions. 
The dynamically reconfigurable computer systems [2–4] are 
one of such solutions. Their creation became possible on the 
base of modern technology of the partial dynamic reconfig-
uration (PDR) of the FPGA [3]. This direction is rapidly 

expanding today. The most advanced classes of tasks, which 
are solved in the dynamically reconfigurable computers, 
are the tasks of real-time control, particularly in undefined 
conditions, which have informational, multidimensional and 
dynamical nature [5–8].

In contrast to the static reconfiguration [9, 10], the dy-
namical reconfiguration is a precondition for the creation 
of the computing structures, adapted to the requirements 
of Run Time mode tasks solution [3, 11–13]. Firstly, this 
allows to overcome the limitations of the firm architecture 
of the high-speed multipurpose computer systems and to 
approach the real processing performance to the declared 
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peak performance in the critical classes of tasks. Secondly, 
this allows to extend significantly the functional capabilities 
of the reconfigurable computer systems based on FPGA and 
to implement the complex computational structures on the 
limited chip area without huge cost increase [14]. The oppor-
tunity of reducing energy consumption based on using PDR 
technology is also actual [13, 15, 16].

The known technologies of the parallel processing of 
data are oriented to the inflexible computational environ-
ment without any functional and volume limitations, which 
are typical for the dynamically reconfigurable computers. 
Therefore, the solved problem deals with the development 
of the theory of organization of parallel computing in the 
reconfigurable computers, which have functional and hard-
ware capabilities limitations, caused by the use of the dy-
namically programmable element base.

2. Literature review and problem statement

In the known dynamically reconfigurable computers, 
the modifications of traditional dynamic scheduling algo-
rithms are widely used to solve the problem of the algorithm 
mapping into the reconfigurable computational environ-
ment. These modifications are developed for the inflexible 
computational environments and they function at the level 
of operating system add-on software [17]. The widely used 
method is the embedding of different overheads reducing 
methods into the known algorithms of tasks scheduling and 
distribution. Thus, in [12] the method of computational re-
sources reuse in the dynamically reconfigurable computers 
in the Run Time mode is described. In [2, 18], the methods 
of reconfigurable computational resources placement based 
on the beforehand reconfiguration are proposed. The over-
head problem is localized on the level of the reconfigurable 
computer structure. So, the algorithm mapping into the 
reconfigurable environment at the operating system level 
complicates substantially the consideration of the FPGA 
gate parameters and it has the redundant time and perfor-
mance costs [17]. Besides, a set of papers in this direction 
[12, 18] does not take into account the problem of the FPGA 
hardware limitations. 

The problem of overcoming the FPGA hardware limita-
tions is usually solved by the methods, which are embedded 
into the schemes of the algorithms mapping too. Such meth-
ods are the FPGA computational space defragmentation, 
described in [12, 19], the schemes of upsets of task processing 
[20] and releasing the non-critical configurations, which 
are considered in [19, 21]. These methods are effective ones 
in the statically reconfigurable computers as well. In the 
dynamically reconfigurable computers, the use of defrag-
mentation and configurations releasing causes the additional 
uncontrolled time and performance costs, which could not 
be evaluated during the optimization.

The application-specific methods and tools for the sched-
uling of reconfigurable computational resources and al-
gorithms mapping, which are developed directly for the 
dynamically reconfigurable computers, are the most efficient 
ones. Such methods and tools simplify the use of the FPGA 
gate-level parameters during the task allocation. They take 
into account the reconfiguration overheads and FPGA hard-
ware limitations.

In [11], the authors propose their own algorithm for re-
ducing the time and energy consumption overheads, based 

on the known EDF (Earliest Deadline) algorithm for 
dynamical scheduling. The proposed algorithm solves the 
task of the hardware task allocation optimization based 
on the fragmentation scheduling and the beforehand re-
configuration of the FPGA computational environment. 
In [15], the heuristic task mapping algorithm, which gen-
erates the minimized task assignment taking into account 
the overloading, the task of overheads minimization, the 
priorities and relations between the tasks is proposed. 
In [13], the scheme of the configuration data caching for 
overheads reducing is described. The proposed approach is 
based on the use of FPGA inner memory for the caching 
of configuration data. It allows reducing the time costs of 
the configuration data downloading and energy consump-
tion. The authors do not take into account the critical 
limitation of the FPGA inner memory volume. Therefore, 
the proposed method is not efficient for the huge number 
of performed tasks. The algorithms, proposed by their 
authors, are mostly oriented to solving the task of optimal 
hardware task placement on the FPGA surface from the 
point of view of minimization of the time overheads and 
energy consumption. 

In [4], the author proposes the scheduling and mapping 
algorithm for the specific hardware operating system of the 
self-reconfigurable computational system. Various meth-
ods of the algorithms mapping optimization are applied, 
including the scheme of beforehand reconfiguration. The 
hardware implementation of the application-specific operat-
ing system allows solving in the most effective way the task 
of algorithms mapping but limits the computational system 
functionality. The research of this direction is described in 
detail in [17].

The overheads during the reconfiguration of the compu-
tational environment and hardware limitations of FPGA are 
the important problem, which nowadays blocks the intensive 
development of the reconfigurable computing. Therefore, 
the development of new methods and tools for algorithms 
mapping into the flexible computational environment, tak-
ing into account the functional and hardware limitations of 
reconfigurable computers, is needed.

3. The aim and objectives of the study

The aim of the study is the improvement of efficiency 
of the process of tasks mapping to the reconfigurable com-
puting structure of the dynamically RC by the dynamic 
adaptation to parameters of the changing computing envi-
ronment considering the overhead time and FPGA hardware 
limitations.

To achieve the aim, the following tasks were accom-
plished:

– development of the concept of adaptive tasks map-
ping in the dynamically RC to minimize an overhead time 
considering FPGA hardware limitations and parameters 
of computing environment changing during the process of 
mapping;

– formalization of the process of tasks mapping in the 
dynamically RC to estimate an overhead time at all levels 
of the system;

– development and estimation of data processing in the 
dynamically RC during the adaptive tasks mapping based on 
criteria of minimization of overhead time considering FPGA 
hardware limitations.
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4. Materials and methods of the research of adaptive 
tasks mapping in the dynamically RC

4. 1. The research objects and equipment used during 
the research

Simulation and research of the concept of reconfigurable 
computations based on functional blocks of hardware tasks, 
synthesized in Verilog hardware language and implemented 
on the Altera Cyclone II EP2C35F672C6 FPGA. Altera 
Development Kit DE2 board was used for verification and 
research of functional blocks’ time characteristics.

The research was conducted for a series of computational 
algorithms presented by the MDG macrographs. Graphs of 
algorithms with different numbers of similar tasks and dif-
ferent values of correlation were used in the research. Algo-
rithms for the research are randomly synthesized on the ba-
sis of the developed library of hardware implementations of 
functional cores that correspond to certain macrofunctions.

4. 2. Mathematical models of adaptive tasks mapping 
into the dynamically RCs

4. 2. 1. Modification means of determination of RCs 
effectiveness criteria

Computational algorithms with mixed type of paral-
lelism are considered as initial algorithms. This allows to 
transform their graphs of algorithms to configure the most 
efficient task-oriented computing structures with a high 
processing speed in the reconfigurable environment. Com-
putational algorithms with a mixed type of parallelism are 
presented by Macro Dataflow Graphs (MDGs) in the nodes 
of which macrofunctions (M-functions) are placed [22].

The computational algorithm is presented by an MDG 

GM={NG, DG}, 

where NG – the set of nodes corresponding to the M-func-
tions; DG – the set of edges that determine the relationship 
between M-functions, 1 2{ , ,..., ,..., } 1,M i gN N N N N i g= =  – 
the set of M-functions in the graph nodes; g – the number of 
M-graph nodes, 1,kW k w=  – the identifier of the M-graph 
tier; w – the number of M-graph tiers. Each M-function at 
the nodes of the M-graph corresponds to a task that is a 
definite monatomic process of the computation. Each task 
is put into hardware task compliance (HW task), which is 
determined by the vector [12]

 { , | ( ),  ,  },j j  SUM j  j j j iTask S T T R I N= + 	 (1)

where Sj – the area of the rectangle that contains the HW 
task Taskj on the reconfigurable FPGA space surface; Rj – 
the time of the configuration data loading and HW task 
configuration on the FPGA to execute corresponding tasks; 
Tj=THW j – the HW task execution time on the FPGA de-
vice, taking into account the time of data input-output for 
computation; TSUM j – total execution time of the task Ni, 

1,jI j m=  – the computation M-function implemented by 
the HW task; m – the number of HW tasks synthesized and 
stored in the Configuration Data Library (CDL).

The main efficiency criteria of RCs are determined on the 
basis of the known acceleration index [20]. Using it for the 
dynamically RCs is ineffective because it does not consider 
additional time expenditures due to the high complexity of 
the planning processes implementation for reconfigurable 
resources and tasks mapping, which is due to the need to 

take into account the physical parameters and constraints of 
the FPGA chips and associated changing display conditions. 
In order to determine the dynamically RCs performance cri-
teria, an improved acceleration indicator has been proposed 
[23], which, in contrast to the well-known [20], takes into 
account the time complexity of parallel control scheduling 
processes and allocation of reconfigurable computational 
resources:

,
[ ]

SW

CONTROL HW

T
T R T

ρ =
+ +

	 (2)

where TSW – the time of task execution on the processor 
core; HWT  – the time of the HW task execution on the FPGA 
device; R – reconfiguration time of the FPGA area for the 
HW task, TCONTROL – timing complexity of the process of 
tasks mapping on the reconfigurable FPGA space. Time of 
computational FPGA space reconfiguration determines the 
overhead time of data processing. The sum (TCONTROL+R) 
determines the overhead time of tasks mapping on the recon-
figurable FPGA space.

Based on the modified efficiency criterion (2), the tar-
get function of reducing the overhead of the tasks mapping 
process, which depends on the delays that accompany this 
process was obtained:

	 (3)

where TCOMM – the transmission time of configuration data 
from external storage to FPGA interfaces; TCONFIG – the 
configuration time of the computing FPGA area, while R= 
=TCOMM+TCONFIG. Configuration time depends on the tech-
nical characteristics of the chip and it is determined by  
TCONFIG=TINI+NBIT+TW, where TINI – the time of reading and 
processing the first configuration word from the bitstream; 
NBIT – the number of configuration words in the bitstream; 
TW – the transmission time of one data word through the 
FPGA configuration interface [19].

The basic efficiency criteria of execution of computa-
tional algorithms in the dynamically RCs are determined, 
according to which the length of the critical path and 
the width of the MDG are estimated by the following 
relations:

( ) ;HW SWR T T+ <  max[ ] | 1, ,kH k w n= ≤ 		  (4)

where Hk – the number of nodes in the MDG tier; Wk; 
1,k w=  – tier index; w – the number of tiers, 1, kh H=  – the 

number of the node on the tier k; n – the number of HW 
tasks on the FPGA.

4. 2. 2. Main characteristics of the structural level 
organization of the dynamically RCs

Moving the process of tasks mapping from the operat-
ing system level to the structural level of Reconfigurable 
Computer Unit (RCU) was proposed to effectively solve the 
problem of adaptive tasks mapping. The research of the effec-
tiveness of the realization of control processes on the various 
abstraction levels of RCs was carried in the authors’ previ-
ous work [17]. On the base of it, the conclusion was made 
that the most effective is localization of the control means 
of FPGA space reconfiguration on the RCU local level. Ac-

( )
( ) ( )  

min

min min ,

CONTROL jj

CONTROL COMM j CONFIG jj j

T R

T T T

+ =

= + +

∑
∑ ∑
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cording to the results of the research, the most effective were 
the specialized hardware means for reconfiguration control.

In the authors’ previous work [24], the decentralized 
hardware control means of tasks mapping that are localized 
on the structural level of RCU of the dynamically RCs were 
proposed. These means are based on parallelization of the 
control process and organization of multilevel multifunc-
tion cash memory at the RCU local level. The proposed 
organization of the structural level of the dynamically 
RCs gives an opportunity for an objective 
estimation of the time complexity of this 
process and its optimization. It is difficult 
to influence on the time of FPGA chip 
configuring, because this time depends 
on the technical characteristics of the 
chip. However, the functional features of 
reconfigurable computing systems imple-
mentation provide extensive opportuni-
ties for reducing communication delays 
during the reconfiguration. The nature of 
the emergence of communication delays 
is influenced by the following factors: 
the structure of the computer system; 
address space organization; communica-
tion environment structure; configuration 
data location; configuration data amount. 
Communication delays determine the time 
spent on the configuration data transmis-
sion from remote libraries to the FPGA 
chip interfaces, which precedes the pro-
gramming process of the FPGA area. This 
time defines an unproductive part of the 
reconfiguration time and it is a critical 
criterion of the effectiveness of the dynam-
ically reconfigurable computations.

4. 2. 3. The new approach of transforming the compu-
tational algorithm MDG into the dynamically RCs

Hardware limitations and functional features of RCs do 
not allow the effective use of traditional methods of algo-
rithms graph transformation that are oriented on the fixed 
computing environment without any spatial and functional 
limitations. In this case, the limitations that characterize the 
dynamically RCs make traditional approaches to modifying 
algorithms graphs with the aim of reducing the critical path 
ineffective. For example, the reduction of the critical path 
due to the expansion of the graph is impossible due to hard-
ware limitations and the reduction of the graph width due 
to the increase of the critical path is impossible due to time 
constraints.

For the dynamically RCs, a new approach for modifi-
cation of the MDG is proposed, which is based on using 
efficiency criteria (2)–(4). The reduction of critical time for 
performing a computational task is shown on the timelines 
(Fig. 1). The execution time of each task, which is the node 
of the MDG, consists of the time of task mapping and the 
time of HW task execution on the FPGA surface. The pro-
posed approach consists in transferring the time component 
of tasks mapping from the graph critical path on other lev-
els. To reduce the critical time, the complex integration of 
technologies of the preemptive reconfiguration of the FPGA 
computing space and the reuse of HW tasks resources, 
which prevents the retransmission of the configuration data 
are proposed. As a result, this part of the reconfiguration 

time component will be removed from the critical path, and 
the other part is moved to the previous tiers of the MDG.

When comparing the diagrams on the left and on the 
right (Fig. 1), it is seen that the large part of the overhead 
time is deleted from the critical time of MDG by means of 
moving the reconfiguration process to the previous tiers. As 
a result of such transformation, the critical time of MDG 
will be determined only by the productive execution time of 
the tasks of every tier.

The proposed approach is based on the parallelization 
the control process on the RCU structural level. For the 
realization of such parallelization, the use of the controller of 
reconfiguration (CR) for the configuration data loading and 
the local control processor (CP) for the computational pro-
cess (Fig. 1) on the RCU level were proposed in the authors’ 
previous work [24].

Estimation of the execution time of each tier of the 
MDG, an example of which is shown in Fig. 1, is given in 
Table 1.

Table 1

Comparative estimation of reconfiguration time

Tier 
number

Standard reconfigura-
tion process

Removing con�-
figuration data 

re-loading

Preemptive re-
configuration

W1 1 1 1WT R T= +
1 1 1WT R T= +

1 1 1WT R T= +

W2 2 2 3 53WT R R T= + +
2 2 3 5WT R R T= + +

2 4 5WT R R= +

W3 3 3 4 82 3WT R R T= + +
3 3 4 8WT R R T= + +

3 8WT T=

W4 4 2 5 3 13WT R R R T= + + +
4 12WT T=

4 12WT T=

W5 5 3 152WT R T= +
5 14WT T=

5 6WT R=

W5 6 6 17WT R T= +
6 6 17WT R T= +

6 17WT T=

 

Fig. 1. An example of applying a complex approach to reducing the critical time 
of data processing: on the left – reuse of reconfigurable resources;  

on the right – preemptive reconfiguration; where i|j – the number of graph 

nodes Ni|type of operation Ij;  – time of reconfiguration Rj;  – the time 

of the task Tj;  – the time of the task on the critical path Tj;  – overhead 
time; CP – control processor; CR – controller for reconfiguration
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The expressions in Table 1 determine that the execution 
time of every tier of MDG is reduced in comparison with 
the standard reconfiguration sequence by preventing the 
retransmission of the configuration data. The preemptive 
reconfiguration on the base of parallelization of the control 
process intensively reduces the execution time of every tier.

4. 2. 4. Time estimation of the functional process of 
basic stages in RC

In order to estimate reconfiguration time, the main tasks 
mapping stages were determined and studied, on the basis 
of which it was determined that, according to the location 
of initial configuration data, three different reconfiguration 
sequences are possible. We define three basic sequences for 
the realization of which the multilevel configuration data 
caching on various levels of the dynamically RCs (Fig. 2) 
is possible. The means of realization of the multilevel 
configuration data caching of the RCU are described 
in the authors’ previous work [24]. The mathematical 
expressions for determining the time of base sequenc-
es algorithms execution are given below. 

Sequence I. Standard reconfiguration process of 
the FPGA computing space. Download of the configu-
ration data of the HW task  jTask  from Global LCD:

І І
   ( ) ,SUM j j j COMM_NET j jT R T T T= + = + 	 (5)

where TCOMM_NET j – the time of configuration data 
search and loading from the Global LCD to the RCU 
level by network communications and the time of 
FPGA configuration.

Sequence II. Caching configuration data in lo-
cal memory. Loading configuration data of the 
HW task from Local Configuration Date Memory 
(LMCD):

	 (6)

where TCOMM_LBUS j – the time of configuration data 
search and loading from the LCD and the time of 
FPGA configuration. At the same time, TCOMM_NET j<< 
<<TCOMM_NET j leads to RI

j>>RII
j.

Sequence III. HW tasks caching on the FPGA surface, 
when the HW task is already configured on the FPGA surface 
and the reloading of the configuration data doesn't happen:

  0.jR = 	 (7)

Expressions (5)–(7) determine the time of data pro-
cessing and allow to estimate the reduction of the critical 
execution time of algorithm’s MDG and volume of overhead 
time, which is generalized in Table 2.

The execution time of the calculations is estimated by 
the method commonly used at the design stage of the com-
puting systems, by the following expression:

1

( ) 1, ,
K

B j  j
j

T P T  P K
=

= =∑ 	

where BT  – the execution time of the sequence of tasks 
[ | 1, ]jІ j K=  on the critical path B, K – the number of task 
types, Pj – the number of tasks instances, Rj – the loading 
and programming time of each j-th HW task on the FPGA 
space, Tj – the calculation time for each HW task.

Computation acceleration is measured by the absolute 
increase in BТ∆  speed and the reconfiguration acceleration 
ratio KR. Absolute increment index allows you to estimate 
the amount of overhead time: .B removeТ R∆ =

Table 2 provides mathematical models for the formal es-
timation of the execution time of the tasks sequence located 
on the critical path of the algorithm’s MDG for different 
loading sequences (5)–(7). The sequences are considered 
to prevent the reloading of the configuration data. The PjTj 
component corresponds to the total execution time of all 

instances Ij of the HW task on the reconfigu-
rable FPGA area.

However, the reduction of the critical time 
of algorithm execution by transferring overhead 
time to other tiers of MDG can lead to the fact 
that other paths of the graph can become longer 
than the critical one. There arises the need for 
a sequential analysis of all paths to identify the 
most effective one. It is solved most effectively 
in a static mode. However, such solution is inef-
fective in a dynamic mode when the conditions 
of tasks mapping are unpredictable. Hence, 
another solution to the problem of adaptive task 

mapping is proposed. The proposed approach is based on 
the modification of the well-known branch and bound al-
gorithm [23] applied for each graph tier of the MDG. The 
modified algorithm is based on the analysis of each node 

 

Fig. 2. The basic loading sequences of configuration data into FPGA

Тable 2

The mathematical models of basic stages of execution of algorithms 
in the RCs

Basic stages of 
configuration 
data loading

Time to complete tasks 
on the critical path, ( BT ) Unproductive time, ( removeR∆ )

Standard 
reconfiguration 

process (5) 1 1

K K
B

j j j j
j j

T P R P T
= =

= +∑ ∑ –

Loading from 
the Global 
CDL with 

caching HW 
tasks on the 

FPGA

І
_І

1 1

K K
B

rapid j j j
j j

T R P T
= =

= +∑ ∑ I
_І

1

( 1)
K

remove j j
j

R R P
=

∆ = −∑

Loading from 
the LCDM 

with caching 
on the FPGA 

(6)

ІІ
II

1 1

K K
B

rapid_ j j j
j j

T R P T
= =

= +∑ ∑ І II
_II

1 1

( 1)
K K

remove j j j j
j j

R P R R P
= =

∆ = + −∑ ∑

Storage in the 
FPGA cache 
memory (7)

III
1

K
B

rapid_ j j
j

T P T
=

= ∑ І ІI
_III

1 1

K K

remove j j j j
j j

R P R P R
= =

∆ = +∑ ∑

II I
 _   ,SUM j j j COMM LBUS j jT R T T T= + = +

III
 ,SUM j jT T=
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descendants within a certain tier of MDG and launch of 
preemptive reconfiguration procedure for each of them. 
The developed mathematical model of adaptive tasks map-
ping is based on the formalization of basic sequences of the 
algorithms execution (Table 2):

1

( 1)

_
1

_
1 1 1

max ,{ 1, } .
k

H

G DAG h
h

Hw K

h h k IO j
k h j

T R

R T h H T
+

=

= = =

= +

 
+ = + 

 

∑

∑ ∑ ∑ 	 (8)

Algorithms are presented as MDGs and mapped into 
reconfigurable space of the dynamically RC. Expression (8) 
determines the total reconfiguration time of the HW tasks 
of the first tier nodes of the algorithm’s MDG; critical execu-
tion time of the algorithm’s MDG; execution time of sequen-
tial processes that can’t be separated in time, for example, 
processes of synchronization and data exchange through the 
common communication environment.

The execution time of each tier of the algorithm’s MDG 
is determined by the maximum value between the time of 
one-time configuration of this tier HW tasks set and execu-
tion time of the longest HW task.

5. The experimental time estimation and research of 
adaptive tasks mapping in the dynamically RCs

On the basis of the proposed formalization of the process 
of adaptive tasks mapping, the simulation model of the dy-
namically RC was developed. Convenient tools for modeling 
and researching the time characteristics of data processing 
in the dynamically RSC were developed. The developed 
means allow to allocate reconfigurable computing resourc-
es in near real time. In detail, the architecture of the RC 
simulation model was described by the authors in previous 
works [23, 25]. A simulation was performed and the process 
of adaptive tasks mapping in the dynamically RC according 
to the mathematical model (8) was researched. 

The parameters of the functional blocks of the functional 
cores library [23, 25], in particular, the execution time and 
the firmware size of the HW tasks, were used as the source 
data for simulation modeling. A set of typical computational 
tasks with various complexity is realized, such as computing 
polynomials, cyclic functions, operations with matrices, 
solving SLAE (System of Linear Algebraic Equations). Data 
from other literary sources [19, 20] were also used. The con-
figuration time of each HW task was determined according 
to the method described in [19]. The transmission time of 
the configuration data was estimated in proportion to the 
size of the HW task firmware with considering the delay 
of access to the external data memory. These delays were 
measured during the simulation of each functional block at 
the debugging stand. To determine the loading time of the 
configuration data from the centralized LCD, an accidental 
transmission delay factor for network communications chan-
nels was considered. Different conditions of tasks mapping 
were researched, depending on available time resources, free 
space on the FPGA surface, the set of pre-reconfigured HW 
tasks, the need to optimize the FPGA surface, the frequency 
of repeating similar functions in the dynamically entered 
tasks flow. In different mapping conditions, one or another 
strategy of tasks mapping is selected according to math-

ematical models from Table 1. The emulation tools of the 
dynamically RC determine the optimal place for caching of 
configuration data based on information about available re-
sources of the FPGA computational field and the permissible 
amount of unproductive time. 

Taking into account that the target class of tasks is algo-
rithms with frequently repeated functions, the dependences 
of the computation time on the number of types of performed 
tasks (Fig. 3) are obtained during the experiments. For this 
class of tasks, it is found that mechanisms of reuse of recon-
figurable resources allow accelerating the process of algo-
rithms mapping. According to the results of experiments, it 
is clear that the complex integration of reuse of computing 
resources and preemptive reconfiguration allows to elimi-
nate almost all unproductive time of the mapping process 
irrespective of the number of similar tasks. According to the 
obtained indicators, the proposed complex approach reduces 
the tasks mapping time 2.5 times compared with standard 
approaches. 

Fig. 3. The dependence of the mapping time on the number 
of similar tasks in the implementation of:  – standard 

reconfiguration process,  – removing configuration data 
re-loading;  – complex approach based on preemptive 

reconfiguration;  – execution time of HW tasks on FPGA 

The rate of acceleration of the algorithms mapping pro-
cess with a high density of arrival of new types of tasks and 
conversely was researched (Fig. 4). The rate of acceleration 
is calculated as the ratio of the execution time of the stan-
dard sequence of tasks mapping to the computation time on 
the basis of the proposed means (Table 2). 

In general, the positive dynamics of an increase in the 
acceleration factor of computation is observed, but if the 
number of similar tasks exceeds 50 %, there is an increase of 
overhead time due to the need of multiple copying of active 
HW tasks. The way of optimization based on the storage of 
copies of the configuration data of all HW tasks in the local 
memory of the RCU was proposed and researched. It is de-
termined that if the parameters of the executed tasks and the 
structure of the reconfigurable computing environment are 
commensurate, there is no sense in copying the HW tasks 
through the embedded memory of the FPGA chip. This helps 
to save the FPGA embedded memory. On the graph (Fig. 4), 
it is seen that copying through embedded memory allows 
on average of 1.16 times to accelerate the process of tasks 
mapping, if the width of the reconfigurable FPGA space is 
commensurate with the M-graph width. 

The effectiveness of the proposed concept of adaptive 
tasks mapping on the reconfigurable structure of the dynam-
ically RC was researched (Fig. 5, 6). The comparison of the 
simulation results with the results of the authors’ previous 
researches is shown on the graphs in Fig. 5, 6. The developed 
simulation model has been used to realize the method of 
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overhead time optimization in the dynamically RC. It was 
described in detail in [23]. The method for determining the 
optimal granularity of the calculations was described in [25]. 

Fig. 4. The analysis of the acceleration factor on the size 
of the FPGA reconfigurable area by using adaptive tasks 

mapping:  – with duplicating HW-tasks using FPGA ROM; 
 – with loading HW-tasks duplicates from LCDM;  
 – when the MDG graph width and the number of 

similar tasks are commensurate with the size of the FPGA 
reconfigurable area

Fig. 5. The analysis of acceleration factor in the 
implementation of:  – adaptive tasks mapping;  

 – adaptive tasks mapping with overhead time 
optimization;  – adaptive tasks mapping with calculations 

granularity optimization

The nature of the curves in Fig. 5 determines the common 
to all developed methods trend of dependence of the compu-
tation time on the ratio of parameters of computational algo-
rithms and reconfigurable FPGA environment. A complex 
approach to the mapping time reduction allows to accelerate 
the algorithms execution by an average of 63 %, if the MDG 
graph width and the number of similar tasks are commensu-
rate with the size of the reconfigurable FPGA area. Critical 
areas of the graphs correspond to the process of overcoming 
the space constraints of FPGAs on the basis of standard 
means (for example, defragmentation, unloading noncritical 
configurations). In critical areas (Fig. 5), it is seen that a sharp 
decrease of the acceleration intensity is on average up to 85 %. 

Fig. 6. The dependence of the processing time on the 
number of similar tasks in the research of:  – standard 

reconfiguration process (Sequence I);  – adaptive tasks 
mapping;  – adaptive tasks mapping with overhead time 
optimization;  – execution time of HW-tasks on FPGA; 

where  – external limit of the processing time

When comparing the diagrams in Fig. 3, 6, it is seen 
that the influence of spatial constraints of the FPGA recon-
figurable space reduces the positive effect from using any 
means of tasks mapping acceleration. The tasks mapping is 
accompanied by additional overhead time taking place in 
overcoming spatial constraints of the reconfigurable FPGA 
space. On the graph in Fig. 6, it is seen that the minimum 
computation time is achieved if the MDG graph width is 
commensurate with the size of the reconfigurable FPGA 
area. Optimization of the overhead time of tasks mapping 
[23] reduces the influence of spatial constraints of the recon-
figurable FPGA area on the computation speed.

It should also be noted that according to the results 
of experiments, optimization of overhead time by the cri-
teria of time and hardware limitations of RCs reduces the 
influence of spatial constraints on the computation speed 
by approximately 10 %, as compared with the standard 
process of reconfiguration (Fig. 5) [23]. Optimization of 
the calculation granularity by the criteria of the ratio of 
parameters of computational algorithms and reconfigu-
rable FPGA space provides computation acceleration on 
the critical parts of data processing by on average 12 % 
compared with the implementation of large-grained com-
putation [25].

It should also be noted that the nature of the diagrams in 
Fig. 3, 6, obtained as a result of the research of the RC sim-
ulation model, coincides with the results of simulation of the 
acceleration means of algorithms mapping on the hardware 
simulation models, described in detail in [24].

6. Discussion of the research and experiments results

The research has shown that complex approaches to 
choosing the task mapping strategy, which integrate stat-
ic and dynamic approach are the most effective for solving 
the problem of adaptive task mapping in the dynamically 
RCs. The implementation of multi-level multifunctional 
cache-memory has allowed choosing the optimal task 
mapping strategy based on determined criteria of con-
straints of the dynamically RCs. An important unresolved 
aspect in the presented research is the problem of task 
mapping optimization according to the criteria of min-
imizing energy consumption. Solving this problem con-
cerns future papers on expanding the proposed adaptive 
task mapping concept.

The research is carried out as a part of a series of studies 
focused on developing the elements of the theory of in-
creasing the data processing efficiency in the dynamically 
RCs. The proposed adaptive task mapping concept allows 
accounting for changing mapping conditions and the nature 
of computational algorithms, notably the number of tasks at 
a particular graph’s tier and repetition frequency of tasks of 
the same type. (Fig 5, 6). The research in the authors’ pre-
vious papers [23, 25] is focused on optimization of overhead 
time at different levels of the dynamically RCs. Based on 
the series of studies, it has been determined that the target 
functions of reducing overheads and computing time require 
solving the multicriteria problem of optimizing the data 
processing in RCs by the integral criterion of the ratio of 
data processing overheads, computational algorithm param-
eters and computational environment structure, taking into 
account its hardware constraints. This research area also 
concerns future papers of the authors.
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The proposed tools can be applied in problem-oriented 
systems characterized by the heterogeneous computation-
al environment, which contains both discrete processors 
and computational structures based on the dynamically 
programmed FPGA. Problem orientation of the mentioned 
systems is attained by the development of problem-oriented 
functional cores libraries based on FPGA. General features 
of target tasks’ algorithms are regular parallelism, a great 
number of information exchanges, frequent repeats of similar 
functions, a large volume of computations, the capability of 
algorithms’ representation in the form of subtasks with the 
same complexity and input data level.

Systems with numerical program control, operating in 
real-time mode, serve as an example of practical application 
of RC and proposed methods and tools for increasing their 
efficiency. In such systems, there is a need to solve tasks of 
interpolation of different functions depending on a large 
number of coordinates in every step of control. Time limits 
constrained by the real-time mode impose strict constraints 
on the control cycle duration which cannot be exceeded. 
The consequence of limitations is ineffective usage of dis-
crete processors and microcontrollers. Distributed systems 
of flight data processing and analysis, which solve the task 
of remote processing of a large amount of information, 
are another example of application. Acceleration of data 
processing, optimization of equipment usage, reduction of 
energy consumption, size and cost of computer systems are 
considered to be the main effect of the practical usage of the 
proposed tools.

7. Conclusions

1. The concept of adaptive tasks mapping into the dy-
namically RCs, which is based on a new approach to the 

transformation of the MDG and multilevel caching of the 
configuration data is developed. It allows the implementa-
tion of different strategies of tasks mapping due to the cri-
terion of time overheads minimization. It takes into account 
the FPGA hardware limitations and the flexible computa-
tional environment parameters during the dynamical tasks 
mapping as well.

2. The mathematical models of the base stages of tasks 
mapping are developed. These models take into account 
the multilevel structure of the dynamically RCs and over-
head time at all their functioning levels. The mathematical 
model for the adaptive tasks mapping into the reconfigu-
rable computational structure of the dynamically RCs is 
developed.

3. The simulation model of the dynamically reconfigu-
rable computer based on the proposed mathematical models 
is developed. It allows for investigating and evaluating the 
data processing based on the adaptive algorithm mapping 
due to the criteria of unproductive time minimization and 
the FPGA hardware limitations. It was proved that the 
mapping adaptation to the parameters of the reconfigurable 
environment requires the optimization of the existing meth-
ods at different levels of the dynamically reconfigurable 
computers. The following was found in an experimental way. 
It is shown that for the repetitive algorithms the unproduc-
tive time is reduced by 63 % on average, compared to the 
standard methods, using the proposed approach. The optimi-
zation of the unproductive time reduces the space limitations 
influence on the processing speed by approximately 10 %, 
taking into account the limitations of the reconfigurable 
FPGA space. The optimization of the computational gran-
ularity taking into account the FPGA hardware limitations 
provides the computation speed increase by 12 % on average, 
depending on the technical characteristics of the FPGA 
chips, compared to the coarse grain computations.
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