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1. Introduction

Modern information technologies (IT) are widely used 
in various fields of science and technology. One of such 
areas is applied linguistics [1, 2] where IT has been applied 

to the author’s attribution by using content analysis [3], for 
the attribution of texts in legal proceedings [4, 5], and for 
a linguistic analysis of the text commercial content [6]. IT 
is employed in the semantic analysis of Ukrainian texts [7] 
and for carrying out scientific research related to programs 
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Рiвень точностi авторської атрибуцiї текста не є достат-
ньо високий на лексичному та синтаксичному рiвнях мови, 
бо цi рiвнi не є строго органiзованими системами. У даному 
дослiдженнi авторська атрибуцiя текста грунтується на 
диференцiацiї фоностатистичних структур стилiв. 

Розроблено систему диференцiацiї фоностатистичних 
структур стилiв, яка вiдрiзняється вiд iснуючих вибраним 
рiвнем мови – фонологiчним. На цьому рiвнi мови можна 
отримати результати з бiльшою точнiстю. Окрiм того, 
побудована система грунтується на модульному принципi, 
що дає змогу швидко модифiкувати розроблений програмний 
продукт. 

Розроблено методи та моделi, якi грунтуються на теорiї 
математичної статистики i дають змогу пiдвищити точ-
нiсть диференцiацiї фоностатистичних структур стилiв. 
Побудовано метод комплексного аналiзу фоностатистич-
них структур стилiв, багатофакторний метод визначення 
ступенiв дiї факторiв стилю, пiдстилю та авторської мане-
ри викладу. Побудовано статистичну модель стилевої дифе-
ренцiацiї за методом ранжування та статистичну модель 
визначення загальної стилевої маркованостi дослiджува-
ного текста. Розроблено програмну систему диференцiацiї 
текстiв.

Критерiєм диференцiацiї текстiв є середнi частоти груп 
приголосних фонем. В процесi реалiзацiї системи використа-
на мова програмування java, що забезпечує платформо-неза-
лежнiсть програмного продукту.

Наведено результати застосування розроблених методiв, 
моделей та програмних засобiв, якi пiдтверджують, що 
авторська атрибуцiя текста на фонологiчному рiвнi є ефек-
тивнiшою. 

Розробленi методи, моделi та засоби авторської атри-
буцiї текста можна використати при встановленнi вiдсотку 
творчого внеску кожного iз спiвавторiв наукових праць
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програмна система, метод, фонема, фонологiчний рiвень
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of distance learning [8]. A system of algometric algebra has 
been used in a grammatical analysis for the categorization 
of text documents and in determining the author’s style 
[9–11], etc.

Of particular importance under conditions of globaliza-
tion, is the task on identifying the authorship of texts. An 
analysis of the subject area that we conducted reveals that 
in most cases the differentiation of phonostatistic structures 
of styles in the process of establishing the author of the text, 
as well checking a text for plagiarism, involved methods, 
models, and software tools at the lexical level of a language. 
However, the phonological level differs from other levels of 
the language by a stricter structure and ordering of the ele-
ments. It is easier to formalize and mathematize. Therefore, 
it is advisable to apply methods, models, and software tools 
at the phonological level of a language in order to identify 
the author of the text and to check the text for plagiarism. 
Accordingly, the development of methods, models, and tools 
that would enable the IT differentiation of phonostatistic 
structures of functional styles in the English language is an 
important and relevant task.

2. Literature review and problem statement

The task on identifying the authorship of the text implies 
differentiation of texts. Texts are differentiated at the differ-
ent levels of a language in order to identify their differences 
and similarities. Thus, the differentiation of texts at the 
lexical level was performed when modeling grammatical 
structures [12]. However, the lexical level is an open sys-
tem. The number of elements is not constant. The system 
is updated with new words (neologisms) while rarely used 
words become archaic. An author’s style reflects changeable 
processes in a lexical system. Therefore, the identification of 
authorship at the lexical level is of a probabilistic character. 
It is worth noting that grammatical structures are abstract, 
idealized models, and do not provide for a complete reflec-
tion of the speech process. This makes it difficult to define 
the differential attributes of the author’s style. Modeling of 
semantic structures was used for text differentiation [13]. 
Semantic structures are the abstract constructs whose im-
plementation depends on the context. That is why a focus on 
semantics predetermines a probabilistic character of the au-
thor’s attribution. Texts are differentiated at the lexical and 
semantic levels when splitting a sentence into key words [14]. 
Determining the dominant lexical units was used when dis-
tinguishing texts in the areas of culture and tourism [15, 16].  
Determining the dominant key words does not make it pos-
sible to cover lexical vocabulary characteristic of a particu-
lar author and is not promising in identifying the author’s 
style. It should be noted that the results of text differenti-
ation at the lexical and semantic levels of a language have a 
more probabilistic character than that at the phonological 
level. In contrast to a phonological level, the number of ele-
ments is not constant and that compromises the accuracy of 
calculations. In addition, no combination of the most effec-
tive quantitative methods was determined to differentiate 
texts at each level of a language [17]. When establishing the 
differential attributes of the author’s style using statistical 
methods, no scheme style→substyle→author was applied, 
which facilitates determining statistical parameters for 
the author’s manner of presentation in texts from different 
subjects [18]. Information technologies were not employed 

for the author’s attribution at the phonological level, and 
that does not provide the proper level of accuracy [19, 20]. 
Software systems do not implement a combination of statis-
tical methods, which would provide efficiency of the author’s 
attribution [21]. An analysis of the scientific literature that 
we conducted revealed that the task on improving the accu-
racy of text differentiation remains unsolved. To solve the 
problem, it is required to carry out author’s attribution at 
the phonological level, to apply the combination of statistical 
methods that is the most efficient to obtain probable results 
and to determine the degree of validity of factors related to 
style, substyle, and the author’s manner of presentation.

3. The aim and objectives of the study

The aim of present study is to improve the accuracy of 
differentiation of phonostatistic structures of styles in the 
English language based on the developed methods, models, 
and software tools for the implementation of the author’s, 
substyle, and style text attribution.

To accomplish the aim, the following tasks have been set:
– to develop a mathematical basis for the system of dif-

ferentiation of phonostatistic structures of functional styles 
in the English language using the theory of mathematical 
statistics, which would make it possible to improve the accu-
racy of output results; 

– to construct models for the differentiation of phonosta-
tistic structures of styles of the English language;

– to devise a structure of the system and the software that 
would be based on a modular principle, which would make it 
possible to rapidly modify the developed IT tools and to en-
sure that the software system is platform-independent.

4. Development of the system’s mathematical basis

The core of any software system is a mathematical ba-
sis that includes the developed methods. The constructed 
mathematical basis for the differentiation of phonostatistic 
structures of styles in the English language includes the 
following.

1. A method of comprehensive analysis for the differenti-
ation of phonostatistic structures of styles [22, 23] is based 
on the proposed combination of such statistical methods as: 
a method of hypotheses, a method of ranking, and a method 
for determining the distances between styles. The algorithm 
of the constructed method of hypotheses includes the fol-
lowing steps:

Step 1. Check the conformity of frequency of consonant 
phonemes to the law of normal distribution using the Pear-
son criterion and a simplified criterion by Romanovsky. 

Step 2. Differentiation of texts for the Student’s criterion. 
Step 3. Determine the groups of consonant phonemes, 

based on which we established substantial differences in the 
pairwise comparison of texts.

An algorithm of the ranking method includes the follow-
ing steps:

Step 1. Determine the mean frequency of groups of con-
sonant phonemes. 

Step 2. Construction of descending series of mean fre-
quencies for each group of phonemes. 

Step 3. Determine significant differences between the 
pairwise compared texts based on the difference in ranking.
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An algorithm of the method for determining the distanc-
es between styles is implemented by the following steps:

Step 1. Differentiation of pairwise compared texts based 
on the Student’s criterion.

Step 2. Derive from the formula for the Student’s crite-
rion a formula for determining the distances between styles  
 
( 0t t
l

t
−

= ) [24, 25]. 

Step 3. Determine a large, medium, and insignificant 
distance between styles.

The method considered makes it possible to differentiate 
with greater accuracy the styles, substyles, and texts by 
different authors.

2. A multi-factor method for determining the degrees of 
action of the factors related to style, substyle, and the author’s 
manner of presentation, is based on the developed scheme 
style→substyle→author in order to identify the authorship of 
texts of the same style, one substyle, but by different authors. 
An algorithm of the method includes the following basic steps:

Step 1. Determine substantial differences in the pairwise 
comparison of texts based on the Student’s criterion: differ-
ent styles, different substyles, different authors. 

Step 2. Determine a significant, medium, and insignifi-
cant degree of action factors related to: style, substyle, the 
author’s manner of presentation.

The method makes it possible to establish with a higher 
accuracy the affiliation of the text under study to a specific 
style, substyle, and to identify its author.

5. Development of models for the differentiation of 
phonostatistic structures of styles

Based on the developed methods, we have built statisti-
cal models for the style, substyle, and author’s differentiation 
of texts by the ranking method. An algorithm of the speci-
fied models includes the following steps. 

Step 1. Determine the mean frequency of groups of 
consonant phonemes for texts: of different styles, different 
substyles, by different authors, determine the highest and 
lowest indicators of values for the mean frequency, deter-
mine large, medium, and minor differences based on the 
proposed formula

1 2 1 2max min
.

x x x x
r r rα α α α

−
= −

The models developed make it possible to take into con-
sideration, with a greater accuracy, the position of a phoneme 
in a word, to perform the style, substyle, and the author’s 
attribution of texts based on the ranking difference. 

We have developed a statistical model for determining a 
general stylistic markedness of the examined text. An algo-
rithm for constructing the model includes the following steps:

Step 1. Determine essential differences, based on the 
Student’s criterion, in the compared texts: different styles, 
different substyles, by different authors, in various subjects. 

Step 2. It is proposed to determine the mean value for the 
three obtained t-values for the Student’s criterion:

1 2 3 .
3

f f ft t t
sm

+ +
=

Step 3. Determine a large, medium, and insignificant 
stylistic markedness of the examined text.

The developed model is a combination of three models 
represented in papers [26, 27]. The model needs to be applied 
in the case when texts belong to the same style and substyle, 
but they are by different authors and address a different top-
ic. The model makes it possible to identify the author of texts 
on various subjects with a higher accuracy. Therefore, the 
developed methods, models, and algorithms male it possible 
to improve the accuracy of differentiation of the phonostatis-
tic structures of styles.

6. Development of the structure and software of  
the system

The methods and models developed have been imple-
mented in the programming language java, in the system of 
differentiation of phonostatistic structures of styles in the 
English language. 

The structure of the developed software is shown in Fig. 1;  
it is based on a modular principle and allows individual 
customization and support for each module, it ensures high 
reliability of the system [28]; the built software is easily 
upgraded. 

The algorithm the English language style differentia-
tion based on the mean frequencies of groups of consonant 
phonemes, which is implemented in the system, implies the 
execution of a sequence of the following basic steps:

1. Computer processing of the examined text:
1. 1. Upload an English-language text to the software.
1. 2. Convert the text into a transcription variant.
1. 3. Separate from the transcription characters those 

that denote consonant phonemes.
1. 4. Compile a sample with a volume of 51,000 conso-

nant phonemes.
1. 5. Split the sample into 51 parts each comprising 

1,000 phonemes.
1. 6. Calculate the number of consonant phonemes for 

any position of the phoneme in a text.
1. 7. Calculate the mean value of each consonant pho-

neme in a text with a volume of part that contains 1,000 pho-
nemes and with a volume of the sample of 51,000 phonemes.

1. 8. Combine consonant phonemes in groups (summing 
the mean frequencies of phonemes).

The result is the determined values of the mean frequen-
cies of groups of consonant phonemes.

1. Check whether the mean frequencies of groups of con-
sonant phonemes match the normal distribution by using the 
Pearson criterion:

1. 1. Determine a theoretically normal distribution.
1. 2. Calculate a theoretical frequency (the mathematical 

expectation that the magnitude of X is in the i-th interval).
1. 3. Check the conformity to the normal distribution for 

eight groups of phonemes (51 parts for each).
Provided that the mean frequencies of groups of con-

sonant phonemes comply with the normal distribution, it 
is necessary to perform computerized style differentiation 
based on the mean groups of frequencies using the Student’s 
criterion. 

The algorithm of functioning of the system supports 
simultaneous work with two text files (Fig. 2). This includes 
opening two files, converting them into transcription, sam-
pling of consonant phonemes, splitting the sample into por-
tions, calculation of the number of phonemes in each portion 
and the sample, merging into groups and further verification 
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by the Pearson criterion. This is performed so that it is pos-
sible, provided the mean frequencies of groups of consonant 
phonemes comply with the normal distribution, to compare 
the texts for the existence of phonetical difference.

Fig. 1. Structure of software system for the differentiation of 
phonostatistic structures of functional styles of the English 

language

In the process of software development we construct-
ed the following basic classes: Main, Window, PanelFile, 
ExtFileFilter, PanelTranscription, DistributionOfPortion, 
DitributionOfGroup, CriterionPearson, CriterionStudent. 
The developed structure of classes enables choosing a text 
file, checking whether a given file has the .txt extension, con-

verting the text into a transcription variant. Input samples 
are checked by the system for conformity with the normal 
distribution law and are differentiated based on the mean 
frequencies of groups of consonant phonemes. 

Using the java programming language ensures that the 
developed software is platform-independent.

7. Discussion of results of testing a system for the 
differentiation of phonostatistic structures of styles

We have chosen as the material to study texts written in 
the literary, conversational, newspaper, and scientific styles. 
Specifically, Fig. 2 shows example of the interface for adding 
new words to the Word.txt and Transcription.txt files.

We tested the system using material of the texts written 
by different authors in the scientific style. In the “Pearson 
Criterion” tab we verified conformity of the texts to the law 
of normal distribution. It was established that groups of la-
bial, front-alveolar, mid-alveolar, post-alveolar, nasal, sono-
rous, slit and closed phonemes comply with the law of normal 
distribution. Based on the differentiation of phonostatistic 
structures of texts, by different authors, related to the scien-
tific style, for the Student’s criterion, we established signifi-
cant differences in styles for groups of labial, front-alveolar, 
post-alveolar, nasal, slit and closed phonemes. Random dif-
ferences were found for groups of mid-alveolar and sonorous 
phonemes. Thus, we have established phonostatistic parame-
ters for the differentiation of texts by different authors.

Based on the research results, obtained for the scien-
tific, fiction, conversational and newspaper styles, we de-
termined significant substantial differences for the group 
of slit phonemes by the ranking method (rank indicators 
difference is 6). Fig. 3 shows statistical model of style dif-
ferentiation for the scientific and conversational styles based 
on the ranking method for the group of slit phonemes for the 
case of an undefined position of the phoneme in a word:

Libraries

User 

Libraries

U
se

r i
nt

er
fa

ce
 

Data input/output 
module

Module for determining 
the Student's criterion 

Transcription
conversion module 

Module for determining the 
number of phonemes  

Module for determining 
the mean frequencies of 

phoneme groups

Module for checking by 
the Pearson criterion 

Text
database

 
Fig. 2. Example of the interface for adding new words to the Word.txt and Transcription.txt files
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Fig. 3. Statistical model of style differentiation based on the 
ranking method: 6 – significant essential difference (6 units); 

2 – insignificant similarity (2 units)

For the case of identifying the authorship of texts re-
lated to various subjects, but of one style and substyle, it is 
appropriate to apply a statistical model that combines three 
statistical models-elements: determining a style affiliation; 
determining a substyle affiliation; identifying an author of 
texts related to various topics. This is a statistical model for 
determining a general stylistic markedness of the examined 
text (Fig. 4).

a 

b 

c 

Fig. 4. Model: a – style differentiation for the case when  
a phoneme is at the beginning of a word when comparing 

texts of poems by Moore (PM), conversational (CS), 
newspaper (NS), and scientific styles (SS); b – substyle 

differentiation for the case when a phoneme is at the end of 
a word when comparing texts of poems by Byron and Moore, 
fiction by Byron (FB) and drama by Shaw (DSh); c – author’s 
differentiation for the case of the undefined position of the 

phoneme in a word when comparing texts of poetry by Byron 
and Moore; the belles letters style (BS) 

The research results based on 5 out of 553 experiments 
(described earlier, in particular, in [22, 23, 26, 27]) showed 
that the developed methods, models, and tools make it 
possible to improve the efficiency of author’s attribution of 
a text. The phonological level selected for the study is orga-
nized stricter than the other levels of a language. However, 
the phonological system is probabilistic in character with 
the probability of making an error being equal to 5 %. The 
developed software system could be applied for identifying 
the authorship of a text in fiction, as well as legal, official, 
business, and scientific areas. Further study will address the 

development of a software system for the author attribution 
of a text for each of the groups of consonant phonemes in 
order to determine a group of phonemes for which author 
attribution would be most effective.

8. Conclusions

1. Effectiveness of the methods developed was tested during 
553 experiments, the results of five of which are covered in this 
paper. Experiments were conducted for eight groups of conso-
nant phonemes (labial, front-alveolar, mid-alveolar, post-alveo-
lar, nasal, sonorous, slit, and closed) in texts related to fiction, 
as well as conversational, newspaper, and scientific styles, for 
the three cases of the position of a phoneme in a word. The 
results of experiments, described previously and examined in 
present work, show that the developed method of a comprehen-
sive analysis of the differentiation of phonostatistic structures 
of styles, as well as a multi-factor method for determining the 
degree of action of factors related to style, substyle, and the 
author’s manner of presentation, make it possible to improve 
the efficiency of author attribution, and thereby check a text for 
plagiarism. Efficiency of the method for a comprehensive anal-
ysis of differentiation of the phonostatistic structures of styles 
is ensured by the proposed combination of statistical methods 
(hypotheses, ranking, determining distances between styles), 
among which the ranking method was applied for the first time 
to solve the task on author attribution of a text. Data were 
obtained from three methods of mathematical statistics with a 
probability of error of 5 %. Efficient is the scheme style→sub-
style→author, which underlies a multifactor method for deter-
mining the degree of action of factors related to style, substyle, 
and an author’s manner of presentation.

2. Based on the developed methods, we built a statistical 
model of style differentiation using the ranking method 
and a statistical model for determining a general stylistic 
markedness of the examined text. The models allow the 
improvement of accuracy in the differentiation of phonos-
tatistic structures of styles during author attribution and 
verifying a text for plagiarism.

3. We have developed the structure and tools for a system 
of differentiation of phonostatistic structures of styles, which is 
different from existing ones by the chosen level of a language – 
phonological. At this level of a language one can obtain results 
with a greater accuracy. The constructed system is based on a 
modular principle, which makes it possible to rapidly modify 
the developed software and to identify a group of consonant 
phonemes, which could be employed to perform author attri-
bution of a text more effectively. The system was implemented 
in the programming language java, which ensures that it is 
platform-independent. The developed and implemented system 
can operate at different computer platforms.

The research results obtained could be used for identify-
ing the authorship of the examined text, as well as for verify-
ing a text for plagiarism. Further research seems promising 
in terms of defining phonostatistic parameters, specifically, 
the style differentiating power of groups of consonant pho-
nemes whose mean frequencies are the criterion for the dif-
ferentiation of an author’s style.
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