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Pozensdacmovca Ounamiuna cucmema YnpasaiHHs
mexnonoziunumu innosayismu. Ii dunamixa onucyemocs
8eKxmopHuUM JUHIUHUM OUCKPEMHUM PeKYypeHmHuM Cnie-
8I0HOWEHHAM | CXUIbHA 00 6NIAUBY YNPABIIHCHKUX napa-
Mmempie (ynpaeninv) i HEKOHMPONLOBAH020 Napamempa
(6exmopa pusuxie a6o nepewrxoou). Illpu yvomy nio pusu-
Kamu 6 cucmemi YnpasainHsa MexHoI02IMHUMU THHOBAUIS -
Mu 6yoemo po3ymimu paxmopu, AKi 6NAUCAIOMb He2AMUG-
HO abo xamacmpodiuno na peyrvmamu po3eAAHYMux 6
Hill npouecis.

Jlna eupiwenns npobiemu ynpasuinnus mexmoaoziuHu-
MU THHOBAUIAMU 3ANPONOHOBAHO MemOOU, 3ACHOBAHI HA
no6y006i npoznosnux mHodcun — obéaacmeil docaxncrHocmi
posensnymoi ounamiunoi modeni. Bonu npedcmaensromo
€06010 MHOJMCUNHU BCIX Donycmumux cmanie azo6020 eex-
mopa cucmemu nHa 3a0aHuil MOMeHM 4acy, wo 6idnosioa-
10Mmob PiKCcOBAHOMY NPOPAMHOMY YNPABJIIHHIO 1 6CiM 00Ny -
cmumum eexmopam pusuxis. L[s npouedypa cynposoorcena
Memo0om HA OCHOBL MIHIMAKCA 01 3HAX00NCEHHA 2apan-
moganozo pesyavmamy. Cymo 1020 nonszae 6 momy, wo
3HaueHHs HaU2ipuio20 (MAKCUMANLHO020) GEKMOPA MOJiC-
JUBUX PUSUKIE € HAUMEHUWUM Y NOPIBHAHHI 3 AHATIOLIMHUMU
3HAMEHHAMU OIS THMUX NPU MIHIMATILHO 2aPAHMOB8AHOMY
onmumanvHomy ynpasainui. Taxum uunom, MiHIMI3Yemo
6NAUE PU3UKIE Y NPOGIeMi YnpaeiHHA MexHON02iuHU-
Mu iHHOBAUIAMU, O€ PUSUKU € HEKOHMPOTIbOBAHUMU NAPA-
Mmempamu. Ile 30iicnioemocs Ha ocHosi eubopy maxozo
ONMUMATLHOZ20 YNPABNIHHA, AKe 6 2apanmysano ompuma-
Huil pesyavmam nio 6NAUOM (Y0b-AK020 MAKCUMATLHOZO
PUBUKY 3 HAOOPY OONYCMUMUX.

IIpononosanuii memood dae moxcaugicmos pPo3podaamu
epexmueni uucenvni npouedypu, w0 003601410Mb pea-
aizyeamu Komn'romeprHe Mo0en08aHHS OUHAMIKU PO3-
ensanymoi 3adaui, chopmyseamu npozpamue MiHiMaxcHe
YNpasainna mexHoI02IHHUMY IHHOBAUIAMU MA OMPUMATU
ONMUMANLHULL 2aPAHMOGAHUIL pe3yomam.

IIpedcmasneni pesynvmamu moxicymo Gymu euxopu-
CMai 0151 eKOHOMIKO-MAMEMAMUUHO20 MOOENIOBAHHA MA
Bupimennsa IHUX 3a60aib ONMUMIZAUIL NPOUECIE NPOZHO-
3yeanns danux i ynpaseainns 6 ymosax dediyumy ingop-
Mauii i nasenocmi pusuxie. Kpim mozo, pospoonenui
iHCmMpYyMenmapiii. MO0en08aAHHA MOIHCe CAYHCUMU OCHO-
6010 011 po3PO6KU 610N0GIOHUX NPOPAMNO-MEXHIUHUX
KOMREeKCi6 0 niompumxu npuiinamms eexmuenux
YNPasIiHCOKUX piulets 6 IHHOBAUTUNIU 0iAbHOCMT

Kntouosi cnoea: npoepamue ynpaeainusa, mexnonoziy-
Hi tHHOBaUlil, OuHAMIMNA cucmeMa, MIHIMAKCHUL pPe3Yyib-
mam, o6aacmo 0ocaACHOCMI

u 0

1. Introduction

Making decisions related to a technological innovation
(TT) under conditions of uncertainty and risk that exists as
a result of its implementation, necessitates solving the best
choice problem under conditions of incomplete information
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about the examined system. In this case, basic existing ap-
proaches to solving similar tasks are based mainly on static
models and the application of apparatus of stochastic mod-
eling. To apply such mathematical toolset, it is necessary to
know probabilistic characteristics of the main parameters of
a model and special conditions for realization of an appro-




priate innovation process. In addition, the use of stochastic
apparatus of modeling requires special conditions (for exam-
ple, mass and the homogeneity of the values sample), which
is usually difficult to execute under actual production con-
ditions. Moreover, it is necessary to take into consideration
the specificity of production innovation activity, where,
specifically, risks can be independent on a decision maker
and are uncontrollable parameters.

Modern production systems are known to be complex
multifactor and multistage control objects. They may also
be influenced by various kinds of risks. The requirement
for effective control in such systems leads to the necessity
of control selection within the influence of uncontrollable
parameters (risks). Hence arise problem situations when
solving optimization problems in complex control systems
with consideration of risks.

The control system of the TI management leads to the
need for further improvement of the concept of its optimi-
zation. The solution to this problem is associated with a
decision-making problem within program control, in which
possibilities of selection for a whole studied period of time
should be taken into consideration. That is why there addi-
tionally arises the problem of processing large arrays of in-
formation when solving it. This fact creates considerable dif-
ficulties in automation of TI control in production systems.
Thus, program control of technological innovations with
respect to risks is a complex and relevant task of research.

2. Literature review and problem statement

Let us consider the modern approaches to modeling so-
cio-economic systems, in particularly those relating to the
control of technological innovations (IT).

Certain practical problems were solved within the frame-
work of static optimization, particularly, the apparatus of
mathematical programming. However, one-stage selection
of the optimal solution is characteristic both for this theory,
and for the main range of its supplements, for example, dis-
tribution of the program of manufacturing a desired product
between some production sections [1], the choice of an op-
timum variant of technology [2], calculation of the various
networks [3], as well as the choice of prediction strategy in
health care [4], planning of location of industrial enterpris-
es, etc. [5]. We will note that these models and problems
are static problems of conditional optimization. But, static
models do not take into consideration the time factor that
changes the basic characteristics of the studied object.
However, as soon as the problem about the development of a
system arises (not only in time, but also in space), and about
control of a dynamic system, its one-stage description (mod-
eling) becomes little suitable for solving the most actual
practical problems of economy. In these problems, decision
should be made for a certain number of steps ahead of time.
Therefore, an optimization problem becomes multi-stage, i.e.
dynamic. We will note that the problems of this kind include,
for example, the problems of prospective and operative plan-
ning, as well as control of the technological TT, drafting the
development programs for various systems, calculations of
multi-stage technological complexes, etc. [6, 7].

It should be noted that any multi-stage problem can be
also viewed as static, and to solve it, it is possible to use,
for example, the method of mathematical programming.
However, direct application of these methods for solution of

multi-stage problems usually does not lead to the set goal. It
is due to the fact that in this case, the problems of linear or
nonlinear programming often have such large dimensionali-
ty, that they are very difficult to solve, even with the help of
modern computing technology. That is why in this case it is
necessary to develop special methods that take into consid-
eration the dynamic nature of these problems and their spec-
ificity, for example, economic content, as well as possibilities
of effective computer implementation of both modeling of
processes and actual control.

It should be noted that whereas finding the optimal
solution is most important for a one-stage problem, for a mut-
li-stage program, along with determining the program of the
optimal development of a system, its practical implementation,
i.e. the control process, is not less important. Thus, solution
of multi-stage optimization problems must be based on the
principles of both mathematical programming (on condition
of the possibility of using), and on the theory of optimal con-
trol. Let us consider modeling of dynamics of the economic
system based on differential equations [8]. It is possible to
note that this approach is based on a rather approximate
description of actual economic phenomena and does not offer
any benefits compared to using discrete multi-stage equations.

Thus, equations of dynamics of an economic system from
the very beginning are often formalized in a discrete multi-
stage form [9]. In such models, the final series of discrete
numeric values with assigned initial moment #, the interval
between any adjacent moments, equal to z, and final time T
are often accepted as numerical parameters. To describe such
a system (object), discrete multi-stage (recurrent) equations
are used. The so-called terminal functional F: R"*—R!is con-
sidered as the quality (optimization) criterion in problems
of multi-stage optimization. Regarding the peculiarities of
modeling control of the TT of enterprises, one of the most
complex and important stages of development of a model is
the selection of an optimization criterion (objective func-
tion) of the TT control. This determines not only economic
efficiency of the modeled process of TI control, but also the
methods of solution.

To study control optimization problems in multi-stage
systems, it is possible to distinguish the basic ones among
various approaches. The first of them is the method of
dynamic programming, which is based on the principle of
optimality of R. Bellman and leads to the need to solve func-
tional equation of a special kind, the other is the variation
approach.

The method of dynamic programming makes it possible
to find extremum of a functional from many unknown func-
tions by replacing the original problem with the sequence
of simpler problems [10]. Thus, the method of dynamic pro-
gramming makes it possible to reduce the whole n-dimen-
sional problem of finding optimum control to the sequence of
N one-dimensional problems, which substantially facilitates
the solution of the researched problem. However, there is
always an open problem whether it is possible to limit to the
given number of iterations during the solution of the studied
problem. In other words, a thorough content control of the
results is needed. Otherwise, it is easy to obtain solutions
that are far from optimal. A substantial drawback of the
method is the need to memorize a large volume of informa-
tion at every stage, which even got the name “dimensionality
curse”. This creates significant difficulties during realization
of problems of great dimensionality on computational equip-
ment under actual production conditions.



Another one, less used approach, is the variation ap-
proach [11]. It is based on spreading ideas and methods of
mathematical programming for multi-stage problems and
joins the apparatus of the maximum principle of L. S. Pon-
triagin, developed for solution of problems of optimum
control in differential systems (with continuous time). This
approach is commonly referred to as “discrete maximum
principle”. The maximum principle spreads variation meth-
ods for optimal problem for systems that are described by
ordinary differential equations with arbitrary restrictions
on control influence, as well as with some kinds of restric-
tions on variables of the process [12]. However, since the
maximum principle determines only a necessary optimality
condition, it does not follow that it is optimal from fact
that a certain trajectory satisfies it. That is, the maximum
principle gives a trajectory only a “suspicion” that it is op-
timal, an additional verification is necessary to determine
the optimal trajectory from their number.

Paper [13] contains certain results regarding develop-
ment of methods of variation problems in the field of optimal
control, specifically, the Lavrentiev problems, as well as ma-
trix properties of approximated solutions to variation prob-
lems. But when it comes to the issue of the practical use of
classical variation methods in control problems, its solution
is complicated by two factors. Firstly, by existence of restric-
tions of a type of inequalities (especially in cases, where the
restricted value is at the admissible boundary). Secondly, by
non-continuity of functions, which describe control influ-
ences (often, piecewise-continuous functions with a finite
number of discontinuities of the first kind).

There are many known generalizations of the maximum
principle by L. S. Pontriagin. Recently, the maximum prin-
ciple has spread to discrete systems and the systems with
distributed parameters [1]. However, this method is based
on differential models for continuous processes, and in the
problems of the TT control, the processes are essentially dis-
crete. Thus, it is much better to use discrete economic-math-
ematical models at once. Moreover, during implementation
by means of computer systems, continuous models must be
still discretized anyway. In this case, discrete models, rather
than continuous are used. Discrete economic-mathematical
models and the methods of control are becoming increas-
ingly important in the theory and practice of optimization
of the control of different economic systems and processes.
This is due to the fact that in the economy, many phenomena
are discrete in nature, because in practice, the information
about the state of a system and the processes, studied in it,
as well as control, are implemented at discrete moments of
time, i.e. by stages.

Let us consider other approaches to modeling innovative
development of enterprises. Thus, article [13] proposed the
models of formation and control of innovative systems for
modernization of agricultural production. In this case, one
uses the methods of the theory of one-criterion optimization
on hypergraphs using a toolkit of deterministic and proba-
bilistic automata of Moor, imitative probabilistic-automatic
modeling and stochastic Petri networks. However, prelimi-
nary analysis of the exogenous factors proved the hypothesis
about determinateness of the studied T1 model [14]. That is
why the solution to the problem of the program TI control
at an enterprise requires an application of another mathe-
matical toolkit. In addition, it is advisable to use the models
of multicriterial optimization for a comprehensive study of
effectiveness of T1 control at an enterprise.

As it was noted, optimization methods are successfully
used in the operation of various enterprises. Two different pre-
diction strategies in health care were proposed in paper [14].
The proposed damage is estimated by using the algorithm of
calculating net cash flow, which makes it possible to estimate
fatigue of components. The general control purpose is changed
by adding an additional criterion that takes into consideration
the accumulated damage. The fact is that although the one-
stage approach is improved with the help of the multilevel
control scheme, where the solution of the problem of dynamic
optimization is obtained from the model in two different tem-
poral scales. However, the drawback of the proposed method
of modeling is seen in the fact that it does not take into con-
sideration the risks, associated with both strategies of control
in order to achieve the desired compromise between minimum
accumulated loss and operational costs.

Recent publications include scientific research, based
on network methods of modeling. Specifically, modeling of
neural networks and the concept of feedback were used to
develop the models for prediction of operation efficiency of
an enterprise and the search for innovative control strategies
[15]. Even though the process is successfully modeled using
artificial neural network, the problem is that it is not always
possible to obtain sufficient data for modeling, based on the
proposed methods under actual operation conditions of an
enterprise.

Realization of the problems, associated with modeling
TI control in practice, contributed to scientific development
and wide application of hybrid models based on a combina-
tion of formal and informal texts, substantive and special
graphic approaches. These tools offer simplified innovative
models and, in many cases, include a graphic interpretation
[16]. As a result, most models of TI control were implement-
ed using descriptive tools or in a fragmentary form with
insufficient analytical formalization [17]. Some of them are
characterized by the lack of practical direction, integrity,
and comprehensiveness in applying a specific innovation
process [18]. In this case, there is no possibility to assess
the impact and consequences of the various options for TI
control in prospect with minimization of risks of innovative
activity when making control decisions [19]. Thus, innova-
tive modeling-based program control remains an unresolved
challenge for researchers. In addition, existing models may
be limited and difficult to adapt to conditions of activity of
specific enterprises.

Thus, one might conclude that when resolving the prob-
lems of TT control, it is necessary to use special methods that
take into consideration the dynamic nature of the researched
problems and the specifics — taking into consideration the
risk factor, variation of technologies and others, as well as
possibilities of effective computer implementation of both
processes of modeling and actual control. The problem of
modeling TI control was most fundamentally studied in
papers [20, 21], which deal with the common problems of
multilevel and adaptive control of innovative processes at
an enterprise. However, many problems, associated with for-
malization of the evidentiary part of the TT control process,
remain unresolved.

3. The aim and objectives of the study

The aim of this research is to optimize the program
control of TT with consideration of risks. It implies the devel-



opment of the method that makes it possible to proceed
from a complex multi-stage problem of dynamic program
control optimization with consideration of risks to im-
plementation of a finite sequence of one-stage problems
of discrete optimization.

To accomplish the set goal, the following tasks had
to be solved:

— to formalize the problem of minimax program con- =
trol for a dynamic system that describes an innovative
technological process in the presence of risks; =

— to develop a general scheme of solving a problem
of minimax program control with consideration of risks;

— to develop an algorithm of solving the optimization
problem of TI control in the presence of risks.

4. Materials and methods to study the problem of
program control of TI in the presence of risks

Optimization of the program control over TI is imple-
mented in the framework of solving a nonlinear multi-stage
problem of minimax program terminal control for a dynamic
system of risk [22].

For the problem on program control over T1, the meth-
ods were proposed, based on the construction of prediction
sets (reachability regions) of the studied dynamic model.
The sets of all permissible states of the phase vector of the
system at a given moment of time, correspondent to fixed
program control and all permissible vectors of risk, are
presented.

The procedure of TI control is accompanied by the op-
timization process, which makes it possible to separate a
result that is guaranteed, the best or preferred in some ways.
Therefore, taking into consideration the specificity of the
innovative production, where, in particular, risks are uncon-
trollable parameters, to solve the problem of TT control, we
propose the application of the minimax approach or finding
a guaranteed result: on the minimal guaranteed optimum
control, the value of the worst (maximum) vector of dissimi-
lar risks is the least in comparison with similar values for the
others. Thus, the impact of risks in the problem of T1 control,
where risks are uncontrollable parameters, is minimized by
selection of such optimum control, which would guarantee
the found result when exposed to any maximum risks from
the set of permissible risks.

4.1. Statement of the problem on the minimax pro-
gram terminal control to manage innovative technolog-
ical process

Let us accept all definitions, introduced in paper [22],
without changes and additional explanations.

The problem of minimax program control with consider-
ation of risks. For fixed intervals of time 1,9<0,T (t<®)and
implementation of T-position

g={1,7(1)}eC(1) (g(0)=go)

of actor P in the dynamic system [22], which describes TI
control, it is necessary to find set

U (T,g(t)cU(xT)

of minimax program controls #“()eU(t,T) of actor P,
which is determined by ratio:
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as implementation of a finite sequence of only one-stage
operations.
Here, functional F_. is determined by ratio:

F_(g(v), #(),(),5()) =
= 3, PR, 70,00 5()) =
= S S (F (T3 3(0), 50,00, 90)) =
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where
X(T) =% (T;3(1), u(),@(),0(-)),

and F is the convex functional, introduced in [22].

Let us remind that to assess the quality of TI control
in time interval 1,7 <0,T, the vector terminal functional
(quality indicator of the control process) was introduced

D_ = (oL o?
T
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)
,03),

a set of r convex functionals CID%) :
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so that to implement the set
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where g(1)={t,x(1)} eé(r) , the values are determined by
the following ratios:
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is the convex functional for each



(T =x7:(T;X(0), u ()@ (-),0())-

Number ¢f”(t,T,g(1))=E2, will be called guaranteed
(minimax) result of the process of minimax program ter-
minal control for actor P in time interval T,T for a discrete
dynamic system [22], regarding its T-position g(t) and func-
tional F_.

We will note that it is necessary to take into consider-
ation the finiteness of the sets of permissible programming
controls U(t,T) and permissible programming intensi-
ties of supplementing production and investment resources
W(t,T;u(-)), which correspond to the fixed program TI
control #(-)e U(t,T). Then taking into consideration ratios
(1)—(3), it is possible to show that there is a solution of the
problem of minimax program control with consideration of
risks. It is reduced to a finite number of problems of linear
and convex mathematical programming, as well as to a finite
number of discrete optimization problems [20].

Let us consider schematic implementation of the ex-
plored nonlinear multi-stage problem of minimax program
terminal control for a dynamic system [22], which describes
the process of TI managing in the presence of risks (Fig. 1).

£ Control system
X7 ')l l wi()
vi(?) x_@)(T)
EE— Enterprise P
x(2)
g(7) Memory device

Fig. 1. Block diagram of minimax program terminal control of
a technological innovation

In Fig. 1, t-position of actor P g(t)= {1:, 9?(17)} € é(‘c),
(1€0,T —1); vector of TI control

1" () ={u®)}, 7 €U (LT, 8(0) =UP (1T, 8(v));

vector of intensity of supplementing production and invest-
ment resources

WO (YeW (4T ());
vector of permissible risks
v, eV (T ());
phase vector
FOT)=T_ (30,00, T (),5()
and inequality is true:
F_ (8,00 050V F_ (80,50 1)51))=F.

Satisfaction of this inequality means that during real-
ization of any risk vector v, (-)eV(1,T;us”(")), a decision

maker obtains a guaranteed result not less than F©. It
T

is the value of guaranteed (minimax) program TI control,

which is achieved in the case if the risk vector is the worst

for a decision maker.

VOOV (1T ().

4.2. General scheme for solving the problem on the
minimax program control with consideration of risks
For any fixed time intervals 1,9c0,T (1< ®) and set

F (@ (O ()2 XU )XW (T, 05 ()),
where

X(1) R (X (0)={%,, I,})
is a convex closed and limited polyhedron (with a finite
number of vertices) in space R™; 2% is the set of all subsets

of space R"; u()eU(t,9) is the permissible program con-
trol of TI in the time interval 1,9;

75 (VEW(T,0())

is the permissible program intensity of supplementing pro-
duction and investment resources in the time interval t,0.
Based on a [22], we introduce the following set:

X((,,T,Q”H())(T X(1),9,V(1,%; u=()))={x(v): T(9)eR’,

X(t+1) = AQ)%(1)+ B()ua(e)+ C(t)w)+ D()a(t) X, (©),

(X(0)={x, L } 115 () = {u(0)}, 5 Wi O = 0O} 5D (D)

which will be called direct reachability region of forecasting
set [9, 21] of phase states of system [22] at moment 9, which
corresponds to the set of

(X (0)5() 5 ()2 XU(T, )XW (1, D515().

Taking into consideration the linearity of the recur-
rent dynamic system [22] and the introduced condition of
V,(u(t)), which for each u(t)e U,(¢) is convex, closed and
limited polyhedron in space R?, similarly to [20], it is pos-
sible to show that for the fixed set of

(X (15 ()75 (D)2 xUT, )XW (3,505 ().

The following properties of the introduced set [22] are
true:

= X 0 o @X @DV (W ()=XE (o forall

("ﬁ
t e t+1,0 is a non-empty, convex, dosed and limited polyhe-
dron (with a limited number of vertices) in space R”;

—forall tet,9-1 and X;)()W())(T) X(1), the recur-
rent ratio is true:

X0 o (X O+ LV (T T ()))=
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= XEEm(t)va(t))(t,X(t),t + 1,V1(t;um(t))), %)
where



X2 (o oy (WX LV (TG ()= X (0).

Then from ratio (5), it follows that a multi-stage problem
of construction of the reachability region

X 6 oy X0V (T 075()))

is reduced to solving a finite recurrent sequence of only one-
stage problems of construction according to the following
reachability regions of:

X(t+1)= ng IR (S Vo
X(um()wm())(t,X(t)t-FlV(tt+1u”+1()))_

) _
=X 0n o EXG o (D +1 Vit ()

e

=XE§%«>,%([))(CX($)J + 1rV1(t;um ®)),

tet,9-1,X(1)=X (). (6)

(5= ()= ()

Based on these properties, the general scheme of solving
problem 3.1 for the dynamic system [22] that describes TI
control in the presence of risks can be described in the form
of realization of the following sequence of actions [20].

4. 3. The algorithm for solving a problem on the opti-
mization of management of technological innovations in
the presence of risks

1. Write in order of ascending of natural index i, the fi-
nite set U(t,T), which consists of N; — permissible program
controls

i ()= ()}, 7 € UL T)

in the time interval 1,7c0,T (t<T), that is, we have

U~ (-

2. For each permissible control #”(-)e U(t,T) (i€ 1,N,),
write in order of ascending of natural index j, the finite set
W(t,T;u’(-)), which consist of M(i) (M(i)eN, ie 1L,N,) —
permissible program intensities of supplementing production
and investment resources

@ () =T (), € W T3 ())

In time interval 1,7, that is, we have

W T () = (@ ()}

/E1M i)
3. For the fixed and permissible set
(X0, (), @ () e 2" XU HXW(LT;2())

(ie,N,, jelM (i)), due to the above property, the reach-
ability region

+)
X(ﬁ"’ OFLO)

X)), T V(1,T; u(’)( )

of the studied dynamic system [22] at the final moment of
time T'is a convex, closed and limited polyhedron (with the
finite number of vertices) in space R”, which is constructed
based on recurrent formulas by implementation of construc-
tion (7-7) of one-stage reachability regions:

X®

st FX O LV G LT ()=

=X a0 (b X+ 1,V (e +La9(1)))=

S NS (OYRSR A

tetT-1,X(1)= X;;n; O (D )
where

)7((0):{50}7 )?(t) = XE;()’)(-),W,Q’(-))

X @8V (@i ()).
4. For 1-position

g0 ={17(1)} e G(1)

of actor P, of the selected fixed and permissible set

(X(1:) u <’)( )y w(”( )e 2RE xU(t,ﬁ)xW(t,T;E‘")(-))
(X(0)={x,, I,},X(1)=X(1), ie LN, je LM,),

based on [22] thorough implementation of a finite sequence
of problems of linear mathematical programming, we con-
struct the reachability region

X(+)

O s oy WXV ETE ().

Which is a convex, closed and limited polyhedron (with
a finite number of vertices) in space R”.
5. To construct the reachability region

X, e, GX@TVET0 ()
we form the correspondent a finite system of linear in-

equalities-restrictions L( U()W())(T), determined on the

elements-vectors of space R”, the set of solutions to which

; ; *)
will be designated S(E;,)(_)w)(v))
the equality is true:

+) )
S(ﬁm()um())(T) X(um()u(])())

(T). Itis possible to prove that

©X(),T,VE T (). (8)

6. According to the introduced functional (2), for the
permissible set

(X(0).2(), 0 () e2¥ xU(T,0)x W(T,T5i"(-))
(X(0)={%,, I},
X(t)=%(t), ie,N,, jel,M,

and permissible implementation of vector

5O = 0O}y VT ),
we consider the functional:
Fo (g, 700, T0, 70) =
=21, DO, T, T, 70) =
= Sy D (T 50, B0, 70, 7,(0)=

= Su, ES (D) =F D)),



Vkelr: u,20, ﬁukzL
=1

x(T)e SE;))( Y (. ))(T) =

- Xg;)‘)(.ynﬁ‘,n(.))(@ X, TV (), ®

where x(T)= X—(T (), u(C), @), 7)) F isthe con-
vex functional, formed from functional ®=(dy, ®y, ..., ®,)
based on (2), (3).

Then form the solution to the problem of convex mathe-
matical programming with the convex terminal functional,
which has the form (9), and a finite system of linear restric-

tions L") (T), according to (1), (8), (9), we also find

*( l( )@ *(J)( ))
the values of this functional:

@ O () :Fﬁ(g(’c), u (), @ (), 77 ()=

= max - Fo(g(v), i’ (), @ (), 7;())=

T (VeV (T ()

= max S, O, @), @0), 7,())=

T ()eV (LT () k=1

= max
T(T)ex™)
@D O ()

ZMk EQ(#(T))=

XTIV ETE () k=t

— k) (+ —
max S, FOET))=
x(l = ") k=1 !
@D D ()
= max
T(T)es™)
@D O ()

)F@(T)), (10)

Vkelrip, 20,3y, =1
it
where

X(T)=X(T;%(v), i (), @ (), 7:0)),

and F is the convex functional, formed from functional
@ =(0, d), ..., @) based on (2), (3).

LN
We will note that to solve the problem (10), it is possible

to use, for example, the Zoitendenk method [8].
7. Based on (1), (10), from the solution to the finite dis-
crete optimization problem, we find the set

U (uT.g(0)cU(nT)
of program controls #'(-)e U(t,T) and numeric value F(”

U9 (1, T,g(1) = (" (): () eU(LT),
F_(g(0), (), @7 (), 77 ()) =

= min min F ., _, =
D (el (T @ ()eW (T () @ ()l ()
=min min F =F =F@. 11
LN, jeld () @O0 ) @ O () T an

Based on relations (1) to (3), (4) to (11), it is possible to
show that the following equality is true [21]:

UPGT, g(0)= U9 (0 T, g(0), F = F2. (12)

Satisfaction of equalities (12) means that as a result of
implementation of the proposed general scheme, the com-
plete solution to the explored problem of minimax program
control with consideration of risks was found. That is, to the
nonlinear multi-stage problem of minimax program terminal

control for a dynamic system [22], which describes the pro-
cess of TI control in the presence of risks.

We will note that construction of one-stage reachability
region

X (X, e+ LV e+ LI (1)) =

@@L @) s
=X® (&, X (0),t +1,V,(£;u") (1)),

@03 ) e+t

tetT-1, X(1)= X(*)()M Q) (iel,N_, jel,M_ (i),

(i

which exists in formula (7), it is possible to implement sim-
ilarly to the calculation algorithm [20], which reduces the
solution of this problem to implementation of solutions of a
finite number of problems of linear mathematic programming.

Then it is possible to make a general conclusion that the
solution to the problem of minimax program control of TI in
the presence of risks is found by realization of the proposed
general scheme. We will reduce it to implementation of
solutions of a finite number of problems of linear and convex
mathematical programming, as well as a finite number of
discrete optimization problems.

Let us note, that the proposed general scheme of solution
of the stated problem of minimax program control with
consideration of risks makes it possible to develop efficient
numerical methods. This enables realization of computer
modeling of the solution of the problem of minimax program
control of TT and development of computer-based informa-
tion systems of support of making effective control decisions.

5. Discussion of results of studying the program control
over technological innovations with consideration of risks

It should be noted that the application of the method
based on construction of reachability region makes it possi-
ble to get a convex polyhedron. In his vertices, the optimiz-
ing functions take extreme values. Subsequently, from this
set of sets we choose such a pair that the maximum value of
the objective function is a guaranteed value of the objective
function. The program control, which is included in this
pair, satisfies the minimax condition, i. e., is a minimax con-
trol or a guaranteed control in the explored problems. Such
approach will make it possible to reduce the original multi-
stage problem to realization of a finite sequence of one-stage
problems of discrete optimization.

When applying modern computation equipment, it is
possible to solve such problems by the methods of linear or
nonlinear (depending on the type of objective functions)
mathematical programming. Thus, the main result of the
application of the method of construction of reachability
regions is that the problem of TI control is solved within a
certain number of iterations.

Thus, the synthesis of these approaches and performed
analysis of the state of the problem of economic-mathemati-
cal modeling in TI control made it possible to apply the pro-
posed optimization model for TT control. The basis is formed
by the optimization of portfolio of release of new products,
using formalization of a sequence of stages of the process and
moments of decision making as for TI implementation with
respect to innovation and investment aspects.

The minimax condition (principle) is used in problems of
the canonical form, when we study an objective function for
a minimum. In the actual practical statement of the problem



of optimization of technological innovations control, there
can occur a situation when it is necessary to maximize the
objective function, that is, to solve the maximin problem (in
this case, the worst risk vectors minimize the objective func-
tion). In order to reduce such problem to a minimax problem,
it is necessary to transform the original objective function
into the opposite by multiplying its values by (-1), forming
in this way a new objective function. Then it is known that
minimax control will coincide with maximin, therefore, it is
sufficient to explore only minimax problems.

It is necessary to pay attention to the restrictions of the
proposed methods. They apply to taking into consideration
only deterministic risks in the proposed model. But in prac-
tice, there can occur a situation, associated with consider-
able difficulty in finding the values of input parameters of
the vector of deterministic risks. Such a situation requires
additional research and further improvement of the model of
TT control. So, the prospects of the performed research are
related to the possibility of introducing the parameters of the
vector of stochastic risks into the model of TI control.

6. Conclusions

1. The proposed economic-mathematical model makes
it possible to describe dynamics of multi-stage TI control
depending on assigned initial conditions of investment
resources and other initial values of the parameters of the
state of a system and selection of specific implementations of
managerial influences. Different kinds of functionals (linear
or convex) can be considered as the criterion of control effi-
ciency optimization.

2. Given the multicriterial optimization of the studied
process, the dynamic model of multicriterial optimization of
program control of technological innovation was proposed in

the work. It was proposed to form objective function Fin the
form of the convex scalar convolution of vector functional
O=(Dy, Do, ..., D,). It is formed according to the method of
scalarization of vector objective functions with non-negative
weight coefficients u;, ie1,7, which can be determined, for
example, in an expert way. The proposed general scheme of
solution of the problem of multicriterial optimization of the
program minimax control of technological innovation in the
presence of risks makes it possible to apply various types
of convolutions of objective function, which are limited by
capabilities of information resources for the studied process.
3. Tt is expedient to specify the most important indicators,
characterizing effectiveness of TI control, as optimization
criteria. They include: the level of labor productivity during
TT implementation; intensity, profitability of an innovation
process, as well as specific consumption of raw materials,
semi-finished products and power per unit of innovative
produce or products, manufactured based on the innovative
technology; output (amount) and quality of the finished inno-
vative product. In addition, production costs during the use
of innovative technologies; cost value of innovative products,
etc. But the investment component is one of the key compo-
nents for implementation of the TI control process. That is
why discounted indicators that reflect the money change in
time are often used as criteria for the TT control optimization.
They include: net current value of T, cost of cash flows, gen-
erated by an innovative process, T1 profitability, the return
index, investment costs for TI implementation, as well as other
technical and economic indicators of production: character-
istics of financial sustainability of an enterprise, the amount
of innovative products, cost value of an innovative product,
meeting consumer standards by the product, manufactured
with the use of T1, etc. Thus, in the process of TI control, there
is a need to consider the problem of achieving the extremum
simultaneously by several objective functions.
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3anpononosano pozwupeHull eHmponiuHull memoo, wo 6use- DO 10.15587,/1729-4061.2018.134062

€ 0esKi HOBI 36'A3KU 8 OP2aHi3auii MaAKpOCUCMmeM, MUM CAMUM

npoUSAIOMU C8IMII0 HA PO ICHYIUUX NUMAHb meopii. 3okpema,

nOKA3ano, w0 Mun po3nooiny 6cepeoduHi MaKpoCucmemu 6u3Ha- EX PO N E N T I A L

YAEMBCSL CNIBBIOHOUWEHHAM KIHEMUMHUX 8]acmueocmeil ii azem-

mie — <HOCii8» i «pecypciss. Axuyo uac peaaxcauyii menuie Yy <HOCi- AN D H Y P E R BO LIC

i6> — popmyemvcs eKCnOHeHMHUL Mun po3nooiny, AKuO mMeHue y

<«pecypcies> — hpopmyemovcs mun po3noodiny 3 6aHCKUM X80CHMOM. TY P E s 0 F
Buseneno icnysanna xomoinoeanoi cumempii yux 060x munie

PO3n00inie, AKi MONCHA po32nsidamu K 06a Pi3Hi CMAMUCTMUMHI D I s T R I B U T I 0 N

mpaxmyeanus €0unozo cmany maxpocucmemu. Poznodinu peans-

HUX MaKpocucmem maomo QiHimui 6;1acCMuU8oCMmi - y HUX NPUPoo- I N M AC RO

HUM YUHOM (POPMYIOMBCA NPAsi Medxci. 3anponornosanui memoo
8paxoeye npaei meici Pinimnux po3nooinié K npooyKm camoo- SYSTEM s: TH EI R

peanizauii maxpocucmem, K0OpOUHAMU AKUX SUHAMAIOMLCA HA
0CHOBI eKCMPeManbHO20 NPUHUUNY. CO M BI N E D

Ompumaino anarimuuni 6upasu 011 YuUx 060X Munié po3nooinie
1ix cnexmpie, 014 AKUX 3Hali0eno 60aull CnOCi6 napamempuuiiozo s Y M M ET RY
3anucy uepe3 mooanvHi xapaxmepucmuxu. Ompumano anairimuy-

Hi eupasu, wo epaxosytomv Qinimni ocobausocmi po3noodinis, oe AN D FI N ITE
Qieypyromv auwme dea napamempu — cepeons KiibKicmv <pecyp-

cig» ma popmnapamemp sk 6i0HOWIEHHA MOOANLHOL | epaHuUUHOL P RO P ERTI Es
Koopounam.
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1. Introduction basis of these studies. Predicting the state of large systems

with stochastic behavior of separate elements became pos-

The growing demand for quantitative predictions in nat-  sible owing to the tools developed in statistical physics.
ural, economic, humanitarian, and other fields, has prompt- ~ One such powerful tool is the extreme entropy principle,
ed interest in the theory of macro systems as the ideological ~— underlying classic distributions by Maxwell-Boltzmann,




