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possibilities for implementation of various information ser-
vices and applications, required by the community. Modern 
information technologies ensure the implementation of tasks 
of varying difficulty with processing and transmitting large 
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Обґрунтовано шляхи пiдвищення про-
дуктивностi генерацiї випадкових послiдов-
ностей, що утворенi вiд фiзичних джерел, 
для систем захисту iнформацiї. Це потрiбно 
тому, що на сьогоднiшнiй день вiдбуваєть-
ся бурхливе зростання технологiчних мож-
ливостей та швидкiсних показникiв реалi-
зацiї рiзноманiтних iнформацiйних сервiсiв 
та додаткiв, що потребує спiльнота. Одним 
з головних питань безпечного використан-
ня цих сервiсiв є гарантування iнформа-
цiйної безпеки, яка вимагає використання 
ефективних швидкодiючих систем захисту 
iнформацiї та високопродуктивної генера-
цiї послiдовностей випадкових даних. При 
проведеннi дослiджень з метою пiдвищен-
ня продуктивностi здiйснено аналiз особли-
востi перетворення реальних шумових про-
цесiв з врахуванням їх нестацiонарностi 
та вiдхилень вiд розподiлу ймовiрностей. 
Запропоновано шляхи вдосконалення мето- 
дiв аналого-цифрового перетворення з оп- 
тимiзацiєю шкали квантування динамiчно-
го дiапазону та кроку дискретизацiї шумо-
вого процесу в часi. З метою вирiвнювання 
статистичних характеристик розглянуто 
можливiсть використання методiв обробки, 
якi пiдвищують її статистичну якiсть з еко-
номiєю швидкiсних втрат. Це метод вибiрки 
рiвноймовiрних комбiнацiй (von Neumann – 
Elias – Рябко – Мачикиної) та метод кодо- 
вої оброки (Santha – Vazirani), якi завдя-
ки розширення коду забезпечують певну 
ефективнiсть та полягають в перетворен-
нi послiдовностi: в першому з використан-
ням рiвноймовiрнiх комбiнацiй з вiдкиданням 
непотрiбних даних, в другому без їх вiдкидан-
ня з можливiстю лiнiйного перетворення. 
З метою оптимiзацiї параметрiв перетво-
рення на обох етапах генерацiї та адаптацiї 
цих параметрiв до особливостей i змiнностi 
характеристик перетворюваних випадко-
вих процесiв запропоновано використання 
зворотних зв'язкiв виходiв перетворювачiв 
з попереднiми елементами перетворення. 
Коригування вказаних параметрiв має здiйс-
нюватись пiд час генерацiї за результатами 
статистичного аналiзу виходiв етапiв пере-
творення. Отриманi результати є досить 
важливими, оскiлки їх реалiзацiя в сучас-
них системах захисту iнформацiї дозволить 
гарантоване забезпечення iнформацiйної 
безпеки та безпечне використання додаткiв 
сучасного iнформацiйного сервiсу та впрова-
дження нових додаткiв

Ключовi слова: випадковi данi, шумовi 
процеси, захист iнформацiї, перетворення, 
обробка, статистичне вирiвнювання

1. Introduction

At present, given the development of science and technol-
ogy, there is a rapid growth of technical and technological 
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data arrays, various calculations and decision making. Ac-
cordingly, they require the involvement of large computer 
resources, for which one of the main indicators is the oper-
ation rate of the applied information systems. The specified 
rate provides promptness and complexity of the implemented 
technologies.

One of the central issues of the safe use of modern infor-
mation services and applications is guaranteeing informa-
tion security, which requires the use of effective information 
protection systems. The needs for a rise in the performance 
of information technologies lead to relevant needs for per-
formance of the information protection systems. In turn, 
these systems require high productivity of the generator 
equipment and random data sequences. 

A particular issue, which also contributes to the need to 
enhance the productivity of generators, is the growth of po-
tential possibilities for threats implementation and effective 
methods for statistical analysis. It is statistical analysis of 
random sequences that makes it possible to identify weak-
nesses that reduce their practical uncertainty.

There are many technologies and applications [1–10], 
which require the use of random data sequences. This is 
simulation, which provides an opportunity to study actual 
objects (processes) by replacing them with models [1]. These 
are cryptographic applications that provide information 
confidentiality thanks to the conversion with the use of 
the random key [2, 3]. It is data randomization for securing 
information from leaking through technical channels [4–6]. 
This is the digital generation of interferences to mask dan-
gerous signals in the leakage channels [7–10], generation of 
passwords, protective codes, etc. 

Thus, to use modern information services and applica-
tions safely and to ensure an effective information protec-
tion, random data sequences should be produced with an 
assigned quality and assigned rate – productivity, a require-
ment for which is constantly growing.

2. Literature review and problem statement

Currently, all methods and means for generation of ran-
dom data sequences can be divided in two generations. One 
of them is an active generation. It includes traditional meth-
ods that have their implementations in the form of technical 
means. These methods are usually based on the conversion 
of some natural processes – physical sources that features 
of randomness in one degree or another. These methods are 
described in full detail in papers [11, 12]. 

An essential drawback of these methods and tools is a 
low generation rate or existence of statistical defects in se-
quences. The elimination of these defects requires the align-
ment of statistical characteristics, which, again, are realized 
at the expense of decreasing the rate. The methods of this 
generation are low-productive and incapable to sufficiently 
provide for the needs of modern protection systems.

The next generation includes the newest methods for 
generation of random data sequences, which differ from the 
existing ones by the fact that they are based on the quan-
tum-mechanical theory. They use not conversion of natural 
random processes into a sequence, but the sequence itself 
is already a random process, formed from the spin states of 
elementary particles (electrons, protons, and neutrons). In 
accordance with the theorem of John Bell (1964), the gen-
eration by the specified method can at high rates ensure a 

complete uncertainty of the sequence. That is why numerous 
scientific papers deal with studying this issue.

Thus, paper [13] examined the possibilities of obtaining 
independent random binary data based on the quantum 
mechanical representation of natural processes (phenom-
ena) that meet the criterion of non-fulfillment of the Bell 
inequality. In paper [14], in contrast to classical physics, 
which excludes existence of randomness in the full sense 
of the word, the Bell test was proposed, which according 
to the principle of the quantum theory makes it possible to 
obtain a random bit sequence. Article [15] substantiated 
the models of obtaining randomness from non-interacting 
and unreliable quantum devices. The proposed method for 
construction of the randomness extractor is protected from 
modern quantum attacks.

In paper [16], the possibility of intensifying a weak ran-
domness with the use of quantum resources was shown. The 
randomness intensification protocol that includes the Bell 
experiment with sufficient non-fulfillment of its inequality 
was presented. Article [17] addressed quantum cryptogra-
phy randomness, it proved the security of the new Protocol 
and substantiated the security against quantum attacks. In 
article [18], hardware implementation of the rapid random 
number generator with the photon integrated circuit and 
the electronic card of the programmable vent matrix was 
demonstrated.

However, all these quantum-mechanical generation 
methods have not undergone sufficient completeness in im-
plementations yet. Despite the existence of certain samples 
of quantum technology, they still remain in the status of 
promising. This technique uses fundamentally innovative 
physical effects, where energy quanta – spins of elementary 
particles, rather that electricity, are used as data carriers. It 
currently bears an experimental rather that utility character 
and requires the appropriate development.

The methods of pseudo-generation, based of algorithmic 
complexity, can be separated in a particular class of obtain-
ing random data sequences [2, 3]. A substantial merit of the 
latter is achievement of the desired generation rate, which is 
distinguished by the clock cycle frequency of an algorithm 
implementing tool. These methods are also the focus of a 
number of relevant papers. In particular, paper [19] exam-
ined the methods for construction of these generators, their 
theoretical and empirical properties with the required com-
parison. Article [20] deals with the use of random sequences 
generators for formation of cryptographic keys and, due to 
strict requirements for them, the possibility to replace these 
generators with pseudo-random generators. Paper [21] con-
sidered the possibilities of pseudo-random data implementa-
tion based on programmable logic integrated circuits, where 
fairly high generation rates were shown.

However, despite the proximity of statistical characteris-
tics of pseudo-random to random data and possibilities to en-
sure the required generation rates, pseudo-randomness due 
to its algorithmic origin makes it possible to calculate and 
guess the sequence data. This is undesirable for information 
protection systems and limits the use of the pseudo-random 
generation methods it them.

Thus, the conducted analysis showed that the methods of 
sequence generation based on analog-to-digital conversion 
of noise processes remain relevant and demanded. Random 
data sequences for protection systems are necessary now and 
today. That is why they require improvement and effective 
application in practice. This is proved by the research of the 
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past years, published in the following papers. In paper [22], 
an experimental analysis of randomness during generating 
random sequences based on analog-to-digital conversion 
was carried out. Article [23] is dedicated to obtaining ran-
dom sequences based on analog-to-digital conversion of the 
output of the semiconductor laser with the external resona-
tor. In article [24], the description of model of random binary 
data source form physical sources was carried out. Paper 
[25] is devoted to the use of the properties of semiconductor 
lasers, which operate in a chaotic mode. 

However, an increase in productivity in these works is car-
ried out not due to the rational conversion of the noise process, 
but through the use of sources with range widening to the 
optical frequency range. Thus, it is a very effective approach 
to efficiency improvement, but there are other ways which 
also provide the opportunity to enhance efficiency both when 
using the classical methods of analog-to-digital conversion of 
noise processes with low Nyquist frequency [11, 12, 26], and 
with the use of laser devices, described in papers [23–25]. 
Theoretically, all continuous random processes have infinite 
count entropy. Although the actual physical sources of these 
processes are far from ideal, it is still possible to obtain high 
generation efficiency from them. Accordingly, the enhance-
ment of generation productivity requires substantiation and 
the use of effective conversion methods.

As it has already been stated, the methods of generation 
of random sequences from physical sources do not always 
meet the needs for quality-rate indicators at present. As a 
rule, the right quality is ensured at low generation rates. 
Increasing the rate leads to a decrease in quality and ap-
pearance of statistical defects of a sequence. The causes of 
the stated above are:

– a mismatch of the parameters of the analog-to-digital 
conversion and the probability distribution density of a con-
verted random process; 

– a non-stationary random process used for ana-
log-to-digital conversion.

Elimination of statistical shortcomings can be performed 
through the use of the methods of aligning statistical char-
acteristics that increase the source entropy. The effective 
methods are:

– the method of von Neumann-Elias-Ryabko-Mat-
chikina (sampling of equally probable combinations) 
[27–29]; 

– the method of Santha-Vazirani (code processing 
by linear code) [30, 31].

The specified methods make it possible to achieve 
high data randomness indicators. However, this is 
carried out at the expense of decreasing the generation 
rate, which is an essential drawback of these methods. 
An increase in rate is possible through the consolidation of 
the alphabet, which requires proper parameter optimiza-
tion through alignment and harmonization with the ana-
log-to-digital conversion stage.

Thus, the relevant scientific and technical problem is 
to ensure the productivity of existing methods and means 
of generation of random sequences from physical sources to 
meet the needs of modern information protection system. 

In this case, the following tasks are unresolved:
1. Non-optimized factors and their parameters that affect 

enhancement of productivity of the analog-digital conver-
sion of noise processes into random data sequences. 

2. Efficiency was not harmonized and parameters of 
alignment of statistical characteristics of random sequences 

with the methods of analog-to-digital conversion were not 
optimized. 

3. The tasks and the techniques for parameters adapta-
tion to nonstationary converted processes at both stages of 
generation: analog-to-digital conversion and alignment of 
statistical characteristics were not substantiated.

3. The aim and objectives of the study

The purpose of this study is to improve productivity of 
the methods for random sequences generation based on op-
timization of analog-to-digital conversion of noise processes 
for provision of modern information protection systems.

To achieve the set aim, the following tasks were address-
es in our research:

– to optimize the parameters of analog-to-digital conver-
sion of noise processes that affect enhancement of productiv-
ity of random data sequences generation; 

– to substantiate the selection of the method to ensure 
proper alignment of statistical characteristics of random 
sequences for information protection systems; 

– to substantiate the ways of parameters adaptation at 
both stages of conversion as for non-stationary converted 
processes and changeability of other factors that affect the 
generation productivity.

4. Studying the factors and ways to enhance the 
productivity of random sequences generation

To explore the ways of enhancement of productivity of 
generation of random sequences from natural sources, it is 
convenient to represent the process of noise conversion in the 
form of two stages of conversion (Fig. 1): 

1) the stage of the primary conversion of noise process u 
(t) into data sequence X; 

2) the stage of the secondary conversion of X into se-
quence Y with the view to eliminating statistical defects and 
aligning statistical characteristics.

4. 1. The stage of primary conversion of the noise 
process. Substantiation of factors and their parameters

Let us have a physical source that forms noise process 
u(t). A random signal u(t) during conversion is discretized in 
time at the pitch t and quantized in the dynamic range with 
the pitch of u (Fig. 2). 

Each random value u=u (tj) in time count with indices 
j=1, 2, 3,… is rounded up to the nearest quantum value of 
ui, multiple to u, i=–N,…, –1, 0, 1,…, N (N is the natural 
number that determines the lower and upper limits of 
numbers of quantiles), so that ui=u(tj). Each ui is matched 
against binary combination n

kX =(x1, x2, x3, …, xn), lengths n,  
k=1, 2, 3, … 2n. Length n is selected with reasoning that 
nlog2(2N) [32].

 

Primary analog-to-
digital conversion of 

noise process  
(1 stage) 

Secondary conversion – 
alignment of statistic 

characteristics 
 (2 stage) 

u(t) X Y 

 

Physical 
source of 

noise 
process 

Fig. 1. Diagram of two-stage generation of random sequences from 
a physical source with analog-to-digital conversion and alignment of 

statistical characteristics
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Fig. 2. Essence of the noise process conversion for random sequence 
generation
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The simplest example of this conversion of the method 
for determining a random sign according to the level of 
noise in fixed points of time relative to the selection thresh-
old – zero quantization zero [11]. If instantaneous noise 
intensity is less than zero (u=u-1<0), logical zero (x=0) is 
formed at the output, if it is more than zero (u=u1>0), unity 
is formed. In this case, one sign (n=1) is generated at one 
tact of discretization. This method is the result of advances 
of the last century, which corresponds to the level of tech-
nology development of those times, and low productivity of 
generation – the product of random sequence uncertainty 
and its generation rate. The rate of this generation is lim-
ited and depends on the Nyquist frequency of a converted 
process [26]. At an increase in the rate, various statisti-
cal defects of different nature, that required eliminating 
(statistical alignment), appeared in the generated data 
sequence, and those, in turn, led to a decrease in rate. Thus 
the generation effect was achieved due to rate economy at 
the alignment stage.

Another modern example of conversion of noise pro-
cesses into random sequence is a known analog-to-digital 
conversion. It differs from the considered example by the 
expansion in the method of scale quantization conversion 
and the discretization interval. It enables the data se-
quence generation at higher rates and, accordingly, with 
higher productivity for the same random processes. As 
usual, to do this, one uses the standardized tools of the 
analog-to-digital conversion that mostly have a linear 
quantization scale or exponential or logarithmic scale 
that is proportional to some mathematical functions. If 
a noise process is stationary, it is relatively easy to select 
the quantization scale, which would ensure the required 
statistics of generated data.

Actual noise processes are far form stationary. Linear 
and other fixed quantization scales are not sufficiently 
adapted for distribution density. This causes the existence 
of statistical defects in the received sequences. These defects 
pose the need for applying effective methods of statistical 
alignment to these sequences. 

Thus, the main factors that affect the pro-
ductivity of the analog-to-digital conversion of 
noise processes that are determined by the mod-
ern technical possibilities of implementation, for 
example, of spectral analysis are as follows:

1. The scale of quantization of the dynamic 
range of random process Δui, i=–N, …, –1, 0, 1, …, N, 
and the number of quantization levels 2N.

2. Interval of random process discretization 
in time Δt, which depends on the frequency spec-
trum of a converted random process. 

3. Non-stationarity and changeability of sta-
tistical properties of converted processes. 

As it is well known from the theory of infor-
mation [33], all random continuous processes 
that are designed for one count have infinitely 
large entropy:

20
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where h(u) is the differential entropy.
Although actual noise processes are far from ideal and 

entropy is not infinite, these processes still can provide an 
opportunity to obtain fairly high entropy, which would 
depend not only on the statistical properties of a random 
process, but also on the selected scale of non-zero Δu. 

To ensure high productivity indicators, the task of gener-
ation of random data sequences requires the optimization of 
analog-to-digital conversion of random processes. 

The optimization criterion for this conversion is maxi-
mum generation productivity:

′ =H %Y V H %Y( , ) max[ ( , )],gen. 	 (2)

where Vgen. is the source generation rate:

2
gen.

log (2 )
.

N
V

t
=

∆
	 (3)

Criterion (2) at both conversion stages can be ensured by 
performance of a rate maximum at a fixed generation quality, 
or a quality maximum at a fixed generation rate. 

Thus, enhancement of productivity of generation of ran-
dom data sequences is at the first stage reduced to obtaining 
the following solutions: 

1. Substantiation of the optimum scale of quantization 
of dynamic range as for statistical properties of converted 
random process Δui. 

2. Substantiation of the optimal interval of discretization 
of a random process over time Δt. 

3. Adaptation of the quantization scale to non-stationar-
ity of converted processes and changeability of other factors 
that affect productivity of the analog-to-digital conversion.

4. 2. The stage of secondary conversion of a sequence. 
Substantiation of effectiveness of the methods for align-
ment of statistical characteristics

At the second stage of generation of random data sequenc-
es, statistical characteristics are aligned. Proof effective meth-
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ods for this alignment for information security systems in-
clude the method of sampling equally probable combinations 
(von Neumann-Elias-Ryabko-Matchikina) [27–29] code and 
the method of code processing (Santha-Vazirani) [30, 31]. 

The essence of the method of sampling equally probably 
combinations is as follows [27–29]. 

Sequence X is divided into the segments of the length n, 
which are certain combinations from the set of all possible 

n
kX  in the number of 2n. Conversion of n

kX  into the sections, 
from which resulting sequence Y is generated, is performed 
by the following rule (Table 1).

The set of all n
kX  is divided into subsets of combinations  

by the feature of equal weight wt, wt=0÷n. For each subset, 
we select combinations ,

n
k wtX  so that the number should be 

multiple to certain 2k', where k' is the natural number. Since 
division of combinations ,

n
k wtX  by weight wt is subordinate to 

binomial law, k is selected from formula'

2log .wt
wt nk k C = =′   	 (4)

The selected combinations is matched against the com-
binations of binary signs ,wtk

lY ′  l=1, 2, 3,…, 2 ,wtk ′  from which 
original sequence Y is formed. 

It is obvious that if sequence X is distributed 
according to the Bernoulli law, Y must be a perfectly 
random sequence with uniform distribution. In this 
case, it is relatively easy to calculate the rate of its 
conversion with the used of the Moivre-Laplace 
theorem, equating this rate to probabilities of ap-
pearance of equally probable combinations , ,n

k wtX  to 
which original combinations .wtk

lY ′  are assigned. For 
example, for n=2 the conversion rate will be derived 
from formula:

1 1 2
,

2 (1 ) 2 (1 )

p
R

p p p p

 −
= φ − − 

	 (5)

where ( )
2

2
1

2

x

x eφ =
π

 is the tabled Gaussian func- 
 
tion; p is the probability of one of the binary signs of 
sequence X.

Actual sources have the distribution that is far from Ber-
noulli distribution, which is why it is not known what will 
be the effectiveness of this method for statistical alignment 
for actual sources. The conversion rate may also be different 
from the one determined from formula (5). That is why this 
method for actual sources requires particular research and 
experimentation. The specified drawbacks were eliminated 
in the methods for generation of random data sequence with 
code processing.

The essence of the method of code processing implies the 
following [30, 31]. 

Sequence X is divided into section 
of length n, the number of combina-
tions of which is 2n. X is converted into 

,m
lY  l=1, 2,…, 2m, from which resulting 

sequence Y is generated, by the follow-
ing rule (Fig. 3).

The set of combinations n
kX  is di-

vided into subsets of the same volume 
so that their number should be 2m 
(m<n). Each subset is matched against 
certain m

lY  from which original se-
quence Y is formed. 

Obviously, combinations lg
nX  can be 

divided by subsets so that on average 
original Y would have a greater prox-
imity to uniform distribution than X.  
In this case, conversion rate R is not 
a probabilistic magnitude both in the 
method as sampling equally probable 
combinations, and is strictly determined 
by parameters m and n. It is equal to:

.
m

R
n

= 	 (6)

It should be noted that code processing can be imple-
mented with the use of the linear noise immunity code and 
is reduced to a relatively simple operation of multiplication 
of n

kX  by check matrix, or by polynomial for a cyclic code 
[32]. The task for the search for effective codes by the max-
imum production criterion (2) with the assigned quality of 
the original sequence converges with the search for effective 
codes to ensure the maximum noise immunity [31]. In this 
case, it was shown that using linear codes for code process-
ing, it is possible to achieve fairly high effectiveness, which 
is provided by the generation of large volumes of subsets 
{ }1 2 lg 2, , , , , ,n n n n n m

l l lX X X X −… …  where l=1, 2,…, 2m.

 
2m 

2n-m 

 

 

Fig. 3. Table of distribution of combinations n
kX  by subsets during 

conversion m
lY  with code processing
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Paper [31] gives the proof that such transformation en-
sures effectiveness of the alignment of statistical characteris-
tics, not only for the Bernoulli probability distribution. Un-
like the method of sampling equally probable combinations 
(von Neumann-Elias-Ryabko-Matchikina), the effectiveness 
of alignment using this method is ensued for a weakly ran-
dom distribution, which takes into consideration statistical 
relationships among the data in a sequence [30]. 

Actual sources of random sequences are far from Ber-
noulli. Weak randomness also implies stationarity of the 
source, which not always has the place for actual sources. 

Thus, an analysis of the methods for alignment of statisti-
cal characteristics of random data sequences was performed. 
They have the following effectiveness:

1. The method of sampling equally probable combina-
tions (von Neumann-Elias-Ryabko-Matchikina) [27–29] is 
proof effective for the Bernoulli distribution of converted 
sequences. The conversion rate is asynchronous and depends 
on the statistical properties of a sequence. 

2. The method of code processing (Santha-Vazirani) 
[30, 31] is proof effective not only for Bernoulli, but also for 
a weakly random distribution of converted sequences. The 
conversion rate is synchronous and is fully determined by 
constant parameters of the input and output combinations.

5. Results of studying the ways to enhance productivity 
of random sequences generation

5. 1. Substantiation of the optimum scale of quantiza-
tion of dynamic range of random process

Actual noise processes are characterized by a fairly high 
degree of uncertainty, which is necessary to convert into 
random sequence with minimal losses in order to ensure the 
maximum count entropy during the process conversion. 

For simplicity, let a random process, which is used for 
conversion into a random sequence, be stationary. Let us as-
sume that there is an assigned ensemble of implementations 
of this random process, expressed by probability distribution 
density (u) with specified mathematical expectation a and 
root-mean-square deviation . To ensure maximum entropy

2

1

1 1
( ) lim ( )log

( )

n

n
k a nn

k k

H X p X
n p X→∞

=

= ∑
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it is necessary to satisfy the condition of the uniformity of 
sign combination n

kX  [26, 33, 34]. The specified equality is 
reduced to ensure the equality of areas under the curve of 
distribution density in Fig. 4, limited by the gradation of the 
dynamic range scale u.

If n is limited and N=2n-1, it is possible to use the match 
of probabilities of combinations n

kX  and the fact that value 
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Quantization scale can be found based on meeting the 
condition of equality of integrals:

( 1)1 2
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( ) ( ) ... ( ) ...
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ω ≈ ω ≈ ≈ ω ≈∫ ∫ ∫ 	 (9)

Thus, at the first stage of generation, optimization of the 
scale of quantization the dynamic range of a random process 
is reduced to ensuring the maximum possible magnitude N 
and satisfaction of condition (9). 

1. A maximum of magnitude N ensures a maximum length 
n of code combination ,n

kX  obtained from one count during 
analog-to-digital conversion.

2. Condition (9) ensures equality of probabilities p( n
kX ) 

and, accordingly, the maximum entropy, calculated for one 
bit of random combination of Xn from ratio (7).

5. 2. Substantiation of the optimal interval of the ran-
dom process discretization over time

An increase in the discretization interval of a continuous 
process leads to an increase in the rate of reading instanta-
neous values – counts. It is also known that a decrease in 
this interval for any random continuous process leads to a 
decrease in the difference between adjacent counts and an 
increase in statistical relations. That is why substantiation of 
the interval of discretization of a random process over time 
implies the substantiation of a certain minimum magnitude 
tmin, which would not lead to a decrease in generation pro-
ductivity. This magnitude will be optimum by the criterion 
of a productivity maximum (2). In other words, it has to 
be such that counts of reading instantaneous values of the 
converted process still should not have the statistical depen-
dence, or this dependence will not be significant with regard 
to the second stage of conversion. Obviously, ensuring the 
statistical independence of counts will make it possible to 
generate a sequence of statistically independent random data 
with rather high entropy.

Selection of interval tmin is influenced by two factors:
1. Schematic-technical limits to productivity of analog- 

to-digital converters.
2. Limitations of a converted process u(t) by its spectral 

and statistical characteristics.
The first factor is associated with existence of the own 

capacity and inductivity in electronic element base, which 
in the modern circuitry are minimized by increasing the 
degree of micro scheme integration, using highly conductive 
materials, etc. Thus, today, examples of fast-acting tools are 
modern means of spectral analysis, such as the world-fa-
mous companies Rohde Schwarz of the type R&S®FSW85, 
R&S®FSWP50, R&S®FSMR50. They provide the possi-
bility of measurement and analysis of continuous processes 
in the spectrum of up to 5085 GHz.

It should be noted that these are boundary frequencies 
of the electromagnetic field, accompanied by electrical cur-
rents. Application of the optical electronics in the range of 

 

(u) 

u  ui  

ui+1  ui  0  u-i  

 

ui  ui +1 

 

Fig. 4. Density of distribution of probabilities of random 
continuous magnitude u and the image of the example of 

scale, providing equality of probabilities during  
analog-to-digital conversion – areas between sections
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1012÷1015 Hz, where the carrier is not electric current, but 
a photon of light, will make it possible to increase essen-
tially the indicated speed. These promising ways, explored 
in papers [12–17], ensure obtaining random sequences that 
belong to the new generation and are based on the quan-
tum-mechanical theory.

The second factor which limits minimization of the read-
ing interval is the Nyquist frequency of a random process 
and the statistical dependence of instantaneous values of 
counts [26]. It was already indicated that reading a process 
at the rate that exceeds the Nyquist frequency will lead to a 
decrease in the difference between instantaneous values of 
counts, and thereby to an increase in the statistic relations 
between them. 

Thus, optimality of the interval of discretization of a 
random process over time Δtmin is not unambiguous. Its 
substantiation can be carried out from three points of view:

1. With provision of the maximum of uncertainty con-
version at the stage of conversion of a continuous random 
process into a random data sequence at maximum rates with-
out taking into consideration existence of possible statistical 
defects in a sequence. In this case, elimination of the latter 
is expected at the second stage of generation – the stage of 
alignment of statistical characteristics, which is performed 
at the expense of a decrease in the rate. 

2. With provision of conversion of the maximum of con-
tinuous process uncertainty into the original sequence on 
condition that there is a minimum or no statistical defects 
in it altogether. An increase in reading rate should not lead 
to an increase or appearance of these defects. In this case, 
alignment of statistical characteristics of a sequence be-
comes unessential or unnecessary at all [35].

3. With provision of conversion of the maximum of 
continuous process uncertainty into the original sequence 
with the rate harmonization optimization at stages 1 and 2 
of generation. 

When it comes to the first point of view, the reading 
interval can be found using the theorem of Kotelnikov [26], 
which states that any analog signal that is finite by time and 
range can be fully represented in the form of 2ΔFΔt counts, 
where ΔF is the signal spectrum width. In this case 

min1

1
2

t
F

∆ =
∆

	 (10)

as, for example, for n=8 and on condition of the optimal 
dynamic range scale (9). At the width of the spectrum of a 
converted noise process of 250 kHz, it is possible to obtain 
the random date sequence with the reading interval of 2 mks 
and productivity of about 128 Мbps.

From the second point of view, Δtmin2 must be selected 
by empirical methods with the help of statistic testing a 
continuous process. It is expedient to carry out by means of 
accepting a certain basic value of the interval, for example, 
Δt'min2=Δtmin1, and its gradual approximation to value Δtmin2= 
=Δt'min2>Δtmin1. In this case, the condition of statistical inde-
pendence of counts must be met. Such interval ensures a low 
generation rate and has a lower boundary: 

min2

1
.t

F
∆ ≥

∆
	 (11)

Thus, for the conditions of the previous example, the 
reading interval will increase and, accordingly, the genera-

tion rate will fall by more than 2 times, and so productivity 
will decrease and will not exceed 64 Mbps. 

With respect to the third point of view, interval Δtmin3 is 
derived so that in combination with the statistical alignment 
rate R, the criterion of random sequences generation should 
be met (2). 

In this case, from all three points of view, reading inter-
vals should be in ratio:

tmin1<Δtmin3<Δtmin2.	  (12)

It should also be noted that the reading interval does not 
determine the final productivity of the source. To ensure the 
required quality, the sequence, resulting from the conversion 
of the physical noise process, is subject to alignment of sta-
tistical characteristics that will be associated with losses of 
rate indicators of the generation.

5. 3. Substantiation of selection of the effective meth-
od for the alignment of statistical characteristics for 
information security systems

One of the main challenges for any information security 
system is to guarantee safety, which in the part of using the 
generators of random data sequences requires the assigned 
statistical reliability from them. In turn, the necessary reli-
ability can be provided only by proof effective methods. 

Unlike the method of sampling equally probable combi-
nations (von Neumann-Elias-Ryabko-Matchikina) [27–29], 
the method of code processing (Santha-Vazirani) [30, 31] pro-
vides proof effectiveness for a weakly random distribution. A 
weakly random distribution takes into consideration relation-
ship of each bit of a random data sequence with its prehistory, 
which decreases the uncertainty degree and makes it possible 
to guess data with a certain degree of reliability. This is a 
significant factor for information protection systems, which 
should provide security of information resources.

Almost all practical sources have a weakly random dis-
tribution. That is why to align statistical characteristics, it is 
expedient to use the method of code processing (Santha-Va-
zirani) as proof effective. It is convenient to demonstrate 
the effectiveness of this method with the help of Fig. 5. It 
contains the specified diagrams of dependence of the entropy 
of the output sequence on the entropy of the input for the 
theoretical maximum and practical effectiveness of code pro-
cessing, as well as in the absence of code processing.

Fig. 5. Graphical image of dependence of entropy of the 
output sequence from the entropy of the input for theoretical 
maximum and practical effectiveness of code processing, as 

well in the absence of code processing

 

theoretical maximum of 
effectiveness for code 
processing  
 

1 

0 

H(Y), bit 

1 m/n 

H(X), bit 

practical effectiveness of 
code processing  

effectiveness in the absence 
of code processing  

The method of code processing has a relatively small 
complexity of implementation. For example, the use of the 
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linear code makes it possible to implement code processing 
by simple operation of multiplication of section of an input 
sequence by the check code matrix or by a polynomial for 
a cyclic code. Improvement of the effect of alignment of 
statistical characteristics for the criterion of productivity 
maximum (2), is achieved through the code extension and 
using perfect codes during code processing [34].

5. 4. Substantiation of the ways of conversion pa-
rameters adaptation to non-stationarity of converted 
processes

Under condition of non-stationarity of a converted 
process and changeability of other factors that affect the 
productivity of the generation, the adaptation of parameters 
is necessary at all stages of conversion. Adaptation is needed 
during the operation of the generation tool, and therefore 
it is possible by application of feedback with the necessary 
adjustment of parameters, as shown in Fig. 6.

 

 
Physical source of 

noise process  

Primary analog-to-
digital conversion 
of noise process  

Secondary 
conversion –
alignment of 

statistical 
characteristic 

u(t) X Y 
 

1. Correction of 
schematic-
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parameters of a 
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перетворення 

2. Correction of 
parameters of 
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conversion of a 
process 

3. Correction of 
parameters of the 
secondary data 

conversion  
 

х
Fig. 6. Block-diagram of two-stage generation of random sequences 
from a nonstationary physical source with adaptation of parameters 

of analog-to-digital conversion and alignment of statistical 
characteristics

1. Adjustment of schematic-technical parameters of a 
source is carried out based on a statistical analysis of the 
generated noise process u(t) by adaptation (intensification or 
weakening) of a signal to stationarity features. To do this, it 
is possible to use the Slutsky rule, which has the form:

0

1
lim ( )d 0,

Т

T
R

Т→∞
τ τ =∫ 	 (13)

where R() is the function of noise process correlation:

0

1
( ) ( ) ( )d .

Т

R u t u t
T

τ = − τ τ∫ 	 (14)

2. Two tasks are solved during adjustment of parameters 
at the first stage of analog-to-digital conversion:

– based on statistical analysis of noise process u(t), the 
scale of analog-to-digital conversion is generated and adapt-
ed to probabilities distribution density;

– based on statistic testing of sequence X, the number of 
quantization levels is adjusted, which will lead to consolida-
tion or partitioning of the analog-to-digital conversion scale 
[36, 37]. 

3. Two tasks are solved during adjustment of parameters 
at the second stage of alignment of statistical characteristics 
of sequence X:

– the code for performing code processing is selected 
based on statistical testing of sequence X, which must pro-
vide the necessary quality of resulting sequence Y;

– based on statistic testing of sequence Y, the inter-
val of discretization of the converted random process 
over time is adjusted and parameters of code processing 
are adapted up to providing the required quality of Y 
[36, 37]. 

6. Discussion of results of studying the ways to enhance 
the productivity of random sequences

Enhancement of productivity of generators of random se-
quences, caused by needs of modern information protection 
systems, requires a comprehensive solution at both stages of 
generation. 

Thus, at the first stage of generation by the criterion of 
productivity maximum, we proposed: 

– optimization of the quantization scale of the dynamic 
range of a converted random process; 

– optimization of the interval of discretization of a 
random process over time.

Optimization of the quantization scale is reduced 
to ensuring a maximum possible magnitude of quan-
tization levels N and meeting condition (8) – equal-
ities of areas by the scale marks under the curve of 
the probability distribution density. An increase in 
N during conversion of noise process u(t) leads to an 
increase in number of bits n (nlog2(2N)) of combi-
nations of ,n

kX  k=1, 2, 3,…, 2n, and scale optimization 
to equal probability of these combinations for all k. 
Thus, at an increase in magnitude N by two times, 
for example, from 2,048 to 4,096, number of bits of 
the output combination n will increase from 10 to 11.  
In this case, generation rate and at maintaining 
equal probability n

kX , productivity will also increase 
by 1.1 times.

Optimization of the interval of discretization of the ran-
dom process over time tmin is not unambiguous. We used 
three points of view during its substantiation: 

– provision of maximum of reading rate, at an increase of 
which productivity will not grow; 

– provision of the maximum of reading rate, at which 
there are still no statistical relations between counts; 

– provision of reading rate between the above specified 
maxima depending on the effectiveness of the alignment of 
statistical characteristics.

Obviously, at a decrease of interval of discretization 
over time due to appearance of statistical relationships 
between counts, entropy H(X) will decrease. In other 
words, despite high productivity of the primary conver-
sion, sequence X can be generated at high speed, but with 
insufficient quality. That is why it is necessary to enhance 
this quality, which is performed through the alignment of 
statistical characteristics. 

At the second stage, in order to align statistical charac-
teristics, it is proposed to use the method of code processing. 
Code makes it possible to enhance statistical quality of a 
sequence due to a certain proof effective conversion that is 
associated with a decrease in rate. 

We performed evaluation of the effectiveness of code pro-
cessing for some codes, specifically, the parity check codes, 
such as Hamming code, BCH code, and Golay code. Effec-
tiveness is expressed by the conversion rate and dependence 
of entropies after code processing and before code process-
ing. The evaluation results are shown in Table 2.
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The values of Table 2 have the graphic representation in 
Fig. 7. 

Table 2

Dependences of entropies after and before code processing 
with the use of parity check codes of Hamming, BCH, and Goley

Absence 
of code 

processing 

Code processing with the use of codes 

BCH 
(31,21)

Golay 
(24,12)

Parity 
verifica-

tion (4,3)

Parity 
verifi-
cation 

(11,10)

Ham-
ming 

(15,11)

Ham-
ming 

(63,57)

Rate of code processing: R=m/n

1 0.32 0.5 0.25 0.09 0.27 0.095

H(X), bits Entropy H(Y), bit

0.011 0.035 0.023 0.037 0.081 0.042 0.116

0.045 0.140 0.091 0.140 0.287 0.164 0.410

0.081 0.248 0.162 0.230 0.460 0.283 0.633

0.141 0.426 0.283 0.372 0.680 0.462 0.858

0.194 0.567 0.387 0.499 0.805 0.594 0.948

0.242 0.678 0.480 0.589 0.881 0.694 0.982

0.286 0.765 0.562 0.662 0.927 0.771 0.994

0.327 0.832 0.635 0.722 0.956 0.829 0.998

0.365 0.882 0.700 0.770 0.973 0.874 0.999

0.402 0.919 0.755 0.812 0.985 0.907 1

0.436 0.946 0.803 0.847 0.991 0.933

0.468 0.965 0.844 0.875 0.995 0.952

0.610 0.997 0.961 0.958 0.999 0.999

0.722 0.999 0.994 0.987 1 1

0.811 1 0.999 0.991

0.881 1 0.994

0.971 0.999

Similarly to the theoretical research, the experimental 
research into effectiveness of code processing using the 
Hamming code (63.57) as an example was carried out. Re-
search into entropies was carried out using the Maurer test 
[36]. The obtained results are represented in Table 3 and in 
the form of the diagram in Fig. 7, which is highlighted with 
a line in bold.

As it can be seen from the diagram, the results of the-
oretical and practical research into code processing for the 

Hamming code (64, 57) almost coincide. The differences 
that occur in the upper region of the values H(Y) are caused 
by test conditions. The values of entropies of 0.933 bits and 
0.928 bits, represented on axis H(Y), are the boundaries for 
positive testing that are determined by reliability degree. 
That is, if the result of testing gets within the specified 
boundaries, the studied sequence is considered to be suffi-
ciently random, which corresponds to the theoretical 1 bit 
of entropy. 

Table 3

Dependences of experimentally obtained entropies after 
and before code processing using the Hamming code as an 

example (63, 57)

H(X)еxp, 
bit 

0.010 0.039 0.070 0.120 0.166 0.207 0.247 0.349 0.411

H(Y)еxp, 
bit 

0.118 0.398 0.604 0.807 0.888 0.916 0.926 0.931 0.930

In the case of nonstationarity of a converted random 
process, enhancement of productivity requires the adapta-
tion of conversion parameters at both stages of conversion. 
It should be done using feedback relationships as follows 
(Fig. 6):

– adjustment of circuit-technical parameters of a source 
(intensification, weakening of a signal) with the view to se-
lecting the stationary noise component from the converted 
process; 

– adjustment and adaptation of the quantization scale 
and the reading interval to residual non-stationarity of the 
source when converting the noise process at the first stage 
of generation; 

– adjustment and adaptation of parameters of alignment 
of the statistical characteristics as for insufficiency of statis-
tical quality and the sequence non-stationarity at the second 
phase of generation. 

All kinds of adjustments at the stages of generation must 
be carried out based on statistical testing of output processes 
or data sequences [36, 37].

7. Conclusions

1. The optimization of factors that enable enhancement 
of productivity of generation of random date sequences 
from physical sources was proposed. Optimization of the 
factors was carried out using the two-stage representation 
of the generation: analog-to-digital conversion of noise 
processes and alignment of statistical characteristics of 
the resulting sequence. Such factors at the stage of ana-
log-to-digital conversion are the scale of quantization of 
the dynamic range and the discretization interval of the 
converted random process over time. The condition, which 
must be met by the optimum scale and the boundaries for 
the optimal interval of discretization of the converted ran-
dom process over time, was substantiated. Unlike the scale, 
the interval optimization is carried out by the criterion of 
maximum productivity not at the first stage of the ana-
log-to-digital conversion, but taking into consideration the 
effectiveness of alignment of the statistical characteristics 
at the second stage of generation.

2. The use of the method of code processing (Santha- 
Vazirani), which is a proof effective method for weakly 
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3. The methods for adaptation of generation parame-
ters were proposed for productive obtaining random data 
sequences from non-stationary physical sources and taking 
into consideration the changeability of other factors that 
affect the productivity. They can be implemented based on 
the statistical control of outputs of generation elements and 
adjustment of the parameters of these elements through feed-
back relations.

The proposed optimization of parameters of random 
sequences generation and the ways of their adaptation to 
non-stationarity of a physical source in practice can provide 
a possibility to achieve high productivity indicators. They 
are relatively simple when it comes to implementation with 
the use of modern equipment and technologies in real time 
and can be effectively used in actual information protection 
systems.

random sources, was substantiated for alignment of statis-
tical characteristics. When selecting the effective methods 
that increase the entropy of a random sequence, except for 
the specified method, we explored the method of sampling 
equally probable combinations (von Neumann-Elias-Ry-
abko-Matchikina). The method of code processing has a 
relatively simple implementation with the use of linear codes 
and is reduced to operation of multiplication of the section of 
input sequence by code check matrix, or by a polynomial of 
a cyclic code. However, the studies showed that this method 
is proof effective only for Bernoulli distribution of a data 
sequence. That is why it was turned down from the point of 
view of the requirements for information protection systems, 
for which the possibility of data guessing should be exclud-
ed. Enhancement of the effect of the alignment of statistical 
characteristics is achieved by code extension.
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