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Moodenv 3mimanozo pacmposozo xomwmeumy (Mixed
Raster Content) € nowupenoio gopmoiro npedcmasen-
Ha 300pancenns eidckanosamnozo doxymenma. Buxonano
nooansuuil Po36UMoKx Mooei 3MIUAH020 PACMPOBO2O KOH-
menmy, AKUU NONSL2AE€ 6 CMPYKMYPHO-CMAMUCMULHOMY
npedcmaeienti 00HOPiOHUX oOaacmell HA KOIHCHOMY wapi
s00pancenns MRC moodeni. Memoro maxozo npedcmasienms
300pancenns € nodanvue eudisenns obaacmei 300pasicen-
M, AKI uiKaeasmo, ma ioenmudikauis 0 eupiuenns sada-
ui ceemenmauii 300pasicens 6i0CKAHO08AHUX DOKYMEHMIE.

IIap, wo micmums epagpiuni ma pomoszodpasicenns, npeo-
CMaesan6ca y 6uesoi 00 eOnanns KinbKox odiacme 3a dono-
M02010 KYCOuHO-nocmiinoi Qyuxuii inmencuenocmi odbaacmi
s00pacenns. JIna upozo epadpiune ma Pomosobparncenns
npeocmasnanucs y 6uznndi po3doumms Ha ceeMeHmu, w0
Micmamo nixceni 00Hopionoi inmencuernocmi. J{ns eusnauen-
HA yux obiacmeii 3 memoro 6100iienns epadixu 6io pomoso-
Opasicens pPo3enndanucs 3HaveHHs nepenady iHMeHCUeHoCmi
niKceJslie Ha ePAHUUAX MHONCUR, WO MicCmsamb dani odaacmi.

Hlap, wo micmumo mexcm, npedcmagnascs ax 300pa-
JHCeHHA 0OIacmeli cmpykmypHoi mexcmypu Ha 00HOPIOHOMY
Qoui. ITi o6aacmi micmuau ppazmenmu 36unaiinozo mexcmy
ma 3az0506Ka, w0 MawOmv 00HAKO8Y IHMEHCUBHICMb NiK-
cenlié i po3pizHAIOMbCA POPMOI0 ma po3mMipoOM CUMBOTIB, a
maxoxc éidcmanuto minc numu. Taxe ysenenns wapy 003-
8OJIUTIO 8pPAXYEAMU NPOCMOPOBT 36 A3KU MIdC NIKCENIMU 6
300pasicenni cumeony i nadaui eudirumu odacmo mexcmy
3 gony.

3anpononosana mooejb npeodcmasienns 300paxyicei-
HA 610CKaAn06aH020 00KYMeHMA 00360JI1€ BUOLIUMU WaAPU
300pasicenns, wo micmamo 00HOPiOHI o0.iacmi, ma 36e-
Cmu npouec cezmeHmauii 6Cb020 300pancenns 00 CeemeH-
mauii oxpemux wapie 306pascenns. Ile doseonsne nioeuwu-
mu weuoxodito 06podKu npu 30epexcenni 6ucoxoi axocmi
cezmenmauii 300pasicenns.
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1. Introduction

With the increase in the capacity of personal computers
and the need to store a large number of scanned documents,
the question arises about the representation of images of
scanned documents. The basis of any scanned document is
the relative position of its elements, i.e. its structure. [mages,
text, lines and frames are the structure-forming elements of
the document. Knowledge of the structure of the scanned
document allows extracting information from structural
blocks. Structural blocks are regions that contain uniform
content, such as text only or image only.

The same document image can be represented using dif-
ferent models depending on the application.

To reduce the space for storing electronic documents and
organize a quick search of information in them, the problem
of image segmentation of a scanned document is solved. Re-
gions of text, graphic and photographic images are extracted
when segmenting the scanned document images. However,

each of these structural blocks has different properties,
hence the difficulty of choosing a system of features for the
extraction of text regions, as well as regions of a graphic and/
or photographic image from the background.

Therefore, there is a need to represent the image of the
scanned document to solve the problem of segmentation of
such an image in order to extract the image regions of in-
terest such as text, photo and graphic from the background.
The segmentation is presented with the requirement of the
high performance speed of segmentation while ensuring
the required quality of processing of scanned document
images.

2. Literature review and problem statement

One of the most common representations of scanned doc-
ument images is the Mixed Raster Content (MRC) model
used in [1]. This model combines a hierarchical representa-




tion of a scanned document image with the determination of
its structural blocks.

Using the MRC model allows reducing the size of the
file with the scanned document image which contains text,
photo and/or graphic, and provides the high quality of the
image. This is due to the decision to divide the image into
layers and to compress each layer with the most appropriate
compression method. Usually the text layer is compressed
using the JBIG2, and the rest of the content is compressed
using JPEG/JPEG2000,/ZIP.

The basic three layers MRC model (Fig. 1) represents
a color raster image as a composition of two color images,
namely, a foreground layer, a background layer, and a binary
image which is a mask layer.

foreground
Original image layer
mask layer
R «—
background
layer

Fig. 1. Basic three layers MRC model of images [1]

The mask layer describes how to restore the original
image using foreground and background images. If the mask
pixel value is 1, then the corresponding foreground layer
pixel is selected for the original image, and if the mask pixel
value is 0, then the corresponding pixel is selected from the
background layer.

There are two main types of MRC models of the image,
specifically, region classification (RC) representation, and
transition identification (TT) representation [1].

In the case of an RC representation, regions containing
text and graphic images are identified and displayed on a
separate foreground layer (Fig. 2, a). The mask is a binary
image that contains large fragments of zeros and ones that
define text and graphic regions, and the background layer
contains the rest regions of the image, i. e. complex graphics
and/or color images that do not include the foreground layer
and mask. The pixels corresponding to the regions of text
and graphic in the mask have an intensity of zero, and the
pixels corresponding to the background regions are charac-
terized by unit intensity.

In both the RC and TT representations, the background
layer is defined in the same way. However, in the case of a
TT representation, the mask and the foreground layer are
formed differently (Fig. 2, b). The mask contains the con-
tours of text symbols, drawings, and filled areas, and the
foreground layer contains the colors of the elements whose
contours are represented in the mask, that is, the colors of
the text symbols and graphic objects. Then the foreground
layer containing text or graphic colors is mapped through
the mask onto the background layer.

One of the advantages of the MRC model is that such
representation of the image does not destroy the structure
of the original document and is convenient when encoding
documents for further storage of images and information
searching. If for some reason the MRC is not suitable for
representing a particular image, you can select only one layer
and compress it using the appropriate compression method.
Another advantage of MRC is that it can work with classi-
cal compression methods such as JBIG-2 and JPEG-2000,
ensuring compatibility with earlier methods such as JBIG,
MMR and JPEG.
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Fig. 2. The types of MRC models of the image:
a — RC representation; b — Tl representation [1]

In [2, 3, 5-8], the RC representation was used mainly
for compressing images containing text and illustrations.
Segmentation was a preliminary stage of processing for
the subsequent compression of images. Therefore, the con-
struction of the RC representation was performed for the
blocks of the original image, which greatly simplified the
simulation.

Thus, in [2], the image of the scanned document was
represented as a set of text and non-text regions, the latter
including photos and graphics. In [2, 3], the RC represen-
tation of the MRC model was used to construct a two-level
model of the image of a scanned document. At first such an
image was divided into blocks, each of which belonged to one
of five classes: background, text, photo, graphics, and also an
overlapping block that could contain fragments of blocks of
the first four classes. Then, for the overlapping blocks, the
RC representation was formed, and a representation using
tokens was used for text blocks [4]. In [5], the background
layer of the RC representation, including illustrations, was
divided into blocks, and the foreground layer, containing
text and simple graphics, was represented using a map of
basic color indices obtained as a result of quantizing the
color feature of the images. In [6—8], to encode images on
the screen containing text against the background of natu-
ral scenes, the image was divided into blocks when defining
the RC representation, and for each block a binary mask
was constructed by quantizing the intensity. This mask de-
composes the image block into the foreground layer and the
background layer.

The disadvantage of constructing the RC representation
for the blocks of the original image is that in the future this
implies the use of block methods for the segmentation of
scanned documents. These methods are distinguished by
high performance speed, but the way the image is divided
into blocks affects the quality of segmentation. Insufficient
quality of segmentation can lead to inaccurate determina-
tion of the boundaries of the text region, which can cause
erroneous character recognition, and reduce the quality of
the illustration when recovering from compression.



From the obtained RC representation of each block of the
image in [2, 3, 5—8], a background layer containing complex
graphics and photos was extracted. This layer, in turn, was
represented by the coefficients of the wavelet transform [2],
the cosine decomposition [3, 5, 6—8] or the difference repre-
sentation [5, 6-8]. In this case, the first two representations
require more time to identify the image block than the last,
and, consequently, increase the time of scanned document
image segmentation.

It is advisable to use the RC representation when the text
and illustrations do not overlap, the color of the text symbols
does not change, and the text symbols are placed against a
background of constant intensity. Otherwise, it is better to
use the TI representation, whose mask defines the boundar-
ies of text symbols and graphic elements, and the foreground
layer defines their color. Thus, in [1, 9, 10] the TI repre-
sentation was formed for compressing images containing
text and illustrations. In [1], one of the models is based on
the TI representation and assumes that regions containing
simple graphics and text are represented on the foreground
layer, the mask layer contains the colors of text symbols and
graphics, and complex graphics and photos are placed on the
background layer. In [10], the T representation for the MRC
model was used to segment images of scanned documents in
2 stages. At the first stage, preliminary segmentation of im-
age blocks was performed by optimizing the cost function. In
the second stage, the quality of segmentation was improved
by identifying non-textual regions that were identified as
textual. For this, the image labeling obtained at the first
stage was modeled by a Markov random field. In [11], the
TTI representation of the MRC model is adapted for segmen-
tation of the image on the screen by decomposing them into
foreground and background layers. The foreground layer
contained text and simple graphics, the background layer
contained text colors and simple graphics, as well as illustra-
tions. It was assumed that if the intensity or color of the im-
age block changes slowly, then the image block is assigned to
the background layer, otherwise to the foreground layer. To
estimate the rate of change in the intensity or color of an im-
age block, this block was decomposed into cosine functions.

The disadvantage of the TI representation is that it is
more difficult to construct than the RC representation, since
for the latter it is necessary to divide the image only into
text and non-text regions. In addition, the TI representation
implies a lower image compression ratio than the RC rep-
resentation. This is due to the representation of the binary
mask layer. In the case of the RC representation, the mask
contains large arrays of zeros and ones, and in the case of the
TI representation, the mask layer contains the text whose
size and shape are the same as on the original image.

Another problem with the TT representation is the ap-
pearances of a halo effect, specifically, a halo around the text
and image graphic that affect the quality of the segmenta-
tion. This is due to the fact that the boundaries of the text
and graphics of the scanned document image are blurred,
which is why using the binary mask layer it is impossible to
display smooth transitions of the boundaries completely on
the background layer or on the foreground layer.

As for the RC representation, in the case of the T1 repre-
sentation, the background layer structure with illustrations
was modeled using the wavelet transform [1] and cosine de-
composition [9, 11], as well as using a Markov random field
[10]. Using such representations of the background layer

with illustrations reduces the performance speed of scanned
document image segmentation.

An analysis of the image models of scanned documents
based on the RC representation [1-3, 5-8] and the TT rep-
resentation [1, 9-11] showed that such models were mainly
developed for image compression. The use of the considered
representations for the scanned document image segmenta-
tion can reduce the quality of processing and performance
speed. To solve the problem of scanned document image seg-
mentation, it is necessary that the regions containing only
text, only photographic images and only graphics should be
located on separate image layers for their identification and
classification. To select a feature system for homogeneous
regions of scanned document images, a structural represen-
tation of the background and foreground layers containing,
respectively, illustrations and text, is required.

3. The aim and objectives of the study

The aim of this work is to elaborate and research the
structural representation of homogeneous regions on each
image layer for a model of mixed raster content based on the
classification of regions. This will allow elaborating a meth-
od of identification of these regions for scanned document
image segmentation.

To accomplish the aim, the following objectives have
been set:

—to elaborate a structural representation of homoge-
neous regions on each image layer of a mixed raster content
model for scanned document images;

— to verify the elaborated model.

4. Representation of a scanned document image as a set
of its constituent layers

In this paper, for scanned document images, it is assumed
that text symbols are placed against a background of con-
stant intensity, the color changes of these symbols can be
neglected, text fragments and illustrations do not overlap.
Then, to solve the problem of scanned document image
segmentation, it is advisable to use the RC representation.
However, this image model represents text and simple graph-
ics on the foreground layer. To solve the problem of scanned
document image segmentation, it is important that these re-
gions are located on separate layers of the image. Therefore,
it is proposed to represent the image as layers, each of which
contains only one class of regions: the first layer contains
only text regions; the second layer contains photo image
regions and graphics. Then, in each layer, separate segments
that will contain regions of interest can be extracted: on the
first layer these are regions of text, on the second layer these
are regions of photos and graphics. With this representation,
we obtain image layers containing text, or a graphic or pho-
tographic image on a uniform background, which will allow
us to select a feature system that identifies homogeneous re-
gions of the scanned document image, namely, text, graphics,
photos, background.

As a basis for the foreground layer, the representation of
the text by tokens [4, 5] was chosen. This is representation
by patterns of symbols together with the coordinates of the
location of patterns in the image. Since the information on
each symbol is redundant for the extraction of text frag-



ments at the scanned document image segmentation, it is
proposed to use texture primitives for the structural rep-
resentation of text. The modeling of the background layer
containing illustrations is proposed to elaborate on the basis
of a difference representation [5-8], which provides high
performance speed identification of image fragments.

Suppose that there was a scanned document image
without noise, from which, thanks to non-ideal sources for
scanning and/or lighting, an image of a scanned document
containing noise was obtained. We represent this image
I(x, y) in grayscale with intensity values from 0 to 255 and
decompose it on a foreground layer I1(x, y) containing text
on a uniform background, and a background layer I»(x, y)
containing photo and/or graphic on a uniform background.
The binary mask I3(x, y) is a layer which allows selecting
either text regions or regions of photo and/or graphic on the
original scanned document image. Then the scanned docu-
ment image is represented in the following form:

I(x,y)=L(x,9) L (x,5) +

1, y)- (1= L) + 1, (x9), (1)
where I(x, y) is the intensity of the pixel located in the xth
row and the " column of the noisy image, I,,(x, y) is a ran-
dom additive Gaussian noise with zero mean.

Equation (1) represents the image of the scanned doc-
ument as decomposition into a layer containing regions
of text, and a layer containing regions of photo and/or
graphic images. Next, a representation of the image layers of
a scanned document containing regions of interest is elabo-
rated, namely, a representation of an image layer containing
text on a uniform background and a representation of an
image layer containing a graphic and /or photographic image
on a uniform background.

4. 1. Representation of an image layer containing text
on a uniform background.

The image of the symbol will be considered as a two-di-
mensional array of pixels, in which, depending on the size,
font, and other characteristics, there are informative pixels
and background pixels. This is necessary in order to take
into account the spatial relationships between pixels in the
symbol image. An image of a text region is represented as
a set of symbol images arranged in a certain way. The con-
nected set of pixels of a symbol, characterized by a certain
set of features, forms a texture primitive of the image [13].
Regularly or almost regularly distributed in space, texture
primitives, in turn, constitute a structural texture.

It is assumed that an image includes several regions, the
textural differences of which are due to the change in type
or spatial organization of texture primitives. These regions
are fragments of text that have different sizes of symbols
(heading or normal text), which usually do not overlap. The
parameters of the texture representing the text are the hor-
izontal and vertical distance between the text symbols and
the number of symbols in the column and row of the image
that are assumed to be unknown. The image of a text region
is an ordered set of text symbols that represent the texture
primitives of the structural texture. Different regions of text,
such as normal text and heading, have the same pixel inten-
sity and differ in the shape and size of texture primitives, as
well as in the distance between them. Therefore, we present
the text as an image of the regions of the structural texture
on a uniform background [14-16].

Suppose that the set of image intensity values of the
scanned document I{(x, y) includes the region of the struc-
ture texture i(x, y). This texture i(x, y) consists of equally
spaced texture primitives, specifically, text symbols #(x, y),
and is determined by the formula:

L, L,

i(x,y)=t(x,y) B(X_IM’y_kAy), )

k=1 I=1

<

where 8(, -) is a delta function; Ax, Ay is the distance be-
tween the text symbols in the column and row of the image,
respectively (Fig. 3); L,, L, is the number of symbols in the
column and row of the image (Fig. 3); “*” is a convolution
operator; t(x, y) is representation of a text symbol. It is a
random function of pixel intensity depending on spatial co-
ordinates x, y, because the value of this function varies from
one symbol to another.

Fragment of text

Maan talouden jarjestykseen
huttaminen ei ole kaynnisty-
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Fig. 3. Representation of the parameters of the scanned
document image layer containing the text

The values of parameters of the heading region differ
from the values of parameters of the normal text region. This
means that regions containing the normal text differ in font
size from regions containing text heading.

Let Ax,, Ay, be the distance between the symbols of the
normal text in the column and line, respectively, and Ax;,
Ay, be the distance between the heading symbols in the
column and line, respectively. The difference between the
corresponding parameters should not be less than xyin, ¥min:

|Mh_Axn|>xmin’ |Ayh_Ayn|>ymin’ (3)

where Xin, ¥min are model parameters.

Next, a representation of the layer containing a graphic
and/or photographic image on a uniform background is
elaborated.

4. 2. Representation of an image layer containing a
graphic and/or photographic image on a uniform back-
ground

Let an image of a layer containing photo and/or graphic
images on a uniform background without noise be represent-
ed as follows:

L) =21, (), @

where I»(x, y) is an image layer containing graphic and/or
photographic images on a uniform background; ;(x, y) are
specific graphic and/or photographic images, j=1,..., n; n is
the number of graphic and/or photographic images of the
layer. Iy;(x, y) is defined by the expression:



Ly(x,y)=1,(x,y), (5)

where y;(x, y) is the characteristic function of the set Dy, on
which the image regions containing the photo or graphic are
defined, such that

1, (xy)eD,;,

x,»(x’y)={0y ()2, (6)

Each region containing a photo or graphic is represented
as a piecewise constant function of the intensity Iy(x, y).
This region is partitioned into m segments of uniform inten-
sity Ry;. Here k=1,..., mj; meN is the number of segments of
uniform intensity in the /" photo or graphic region, j=1,..., n
is the number of regions containing graphic or photographic
images in the layer; all pixels of the Ry, region have the same
intensity c¢;; (Fig. 4). The same can be said about the back-
ground of the image, namely, the corresponding region in the
image will also be characterized by the same intensity.
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Segments
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Fig. 4. Segments of uniform intensity of the scanned
document image

Then the region of photographic and graphic image can
be represented by the expression:

L (x,)= Yy Xy (1,9, (2,9)€ Dy, (N
=

where (%, y) is the characteristic function of the set R,
defined by the following expression:

=] SV ®)
BEHPZ0, (ryreD,\R,,
where
%ﬂ&=@

with k=l k=1, m;I=1,.., mj

m

D, =R,

2j
1

>~
I

Pixels with different intensity values fall into different
sets Ry. Then the intensity values of the pixels change at
the boundaries of regions of uniform intensity, namely, the
boundaries of regions of uniform intensity are characterized
by edges. Images containing drawings or graphic are charac-
terized by stronger edges, in contrast to images containing
photographs.

Therefore, to determine regions of uniform intensity
for the image segmentation and separating the graphic re-
gions from the photo images, it is advisable to consider the

strength of edges at the boundaries of regions of uniform
intensity. The edge is a connected set of pixels lying on the
boundary between two regions [17].

Fig. 5 shows an edge with a change of intensity from a
low level to a high level. The edge is characterized by the
strength 4 and slope of ramp 6. We can assume that the edge
exists when its slope of ramp and strength are greater than a
certain predetermined threshold.

b
A 4

Fig. 5. The model of the ramp edge

Let c(x, y) be the intensity value of a pixel (x, y), c(x1, y1)
be the intensity value of a pixel (x4, y1) from a neighborhood
of a pixel with coordinates (x, y). We define the threshold
value 7 for determining the class of the analyzed image layer
region, specifically is it a graphic image or a photographic
one. Inequality

|C(x1’y1)_c(xvy)|<‘cr (9)

shows that if low values of the strength of the image edges
prevail, then it can be classified as a photographic image.
Otherwise I5(x, y) contains a graphic image.

3. Verification of the proposed mathematical model of the
image of the scanned document

To elaborate a mathematical model of the image of
the scanned document, the input and output data of the
model were determined, and relations between them were
established.

The verification stage implies a statistical analysis of
the adequacy of the model, for which various procedures are
used to compare model relationships with the properties of
images of scanned documents.

The proposed mathematical model includes the represen-
tation of an image of a scanned document in the form of three
layers (a foreground layer, a mask layer and a background
layer) and representation of image layers. Representation of
image layers includes a representation of the layer containing
graphic and/or photographic images on a uniform back-
ground, and a representation of the layer containing text on
a uniform background.

To verify the representation of a layer containing text
on a uniform background, we take into consideration that
textural differences of text regions are caused by a change in
type or spatial organization of texture primitives. In order to
show this, model images were constructed containing black
rectangles in the places of text symbols of a text fragment of
a scanned document image.

Hence the fragments of the images containing the head-
ing and the normal text are cut. The model images were



generated with the same size as the cut images. The gen-
erated images were filled with black rectangles on a white
background, the sizes of which were equal to the rectangles
describing the most frequently encountered symbol. The
distance between the rectangles in rows was the same, and
the distance between the rectangles in columns was the
same also. The most common letter was determined visually.
In Fig. 6, a, the heading fragment is shown and the model
image for it is shown in Fig. 6, b. In Fig. 6, ¢, the normal text
fragment is shown and the model image for it is shown in
Fig. 6, d.

Next, the correlation coefficient was calculated between
the symbols of the cut fragment of the image and the con-
structed model image.

For the researched set of scanned document images,
the correlation coefficient was obtained in the range of
0.5-0.65. For example, for the heading image from Fig. 6, a,
and for the normal text image from Fig. 6, ¢ the correlation
coefficients 0.6035 and 0.5089 were obtained respectively.
Based on the obtained values of the correlation coefficients,
it can be argued that the fragments of scanned document
images and the constructed model images are dependent.
Therefore, the representation of the image layer containing
the text on a uniform background (2.5) is adequate to the
text fragments of scanned document images.
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Fig. 6. Model images for fragments of scanned document:
a — fragment of heading; b — model image for the heading;
¢ — fragment of normal text; d — model image for
the normal text

To verify the representation of a layer containing text on
a uniform background, note also that at the boundaries of
different text regions, text parameters may vary. For exam-
ple, the heading differs from the normal text by its parame-
ters. The distance Axy, between the heading symbols and the
distance Ax, between the symbols of the normal text in the
column should not be less than xy,;,. Similarly, the distance
Ay, between the heading symbols and the distance Ay, of the
normal text in the image line should not be less than ypi,.
If you select, for example, x,;,=5 pixels, and ynin=12 pixels,
then inequalities (3) will be satisfied for the text shown in
Fig. 6, a, c.

To verify the representation of a layer of an image con-
taining graphic and/or photographic images on a uniform
background, it was analyzed how the photographic image
differs from the graphic one.

Since the grayscale images with pixel intensities from
0 to 255 were analyzed in the paper, the edges were consid-
ered. It was noticed that often the strength of the edge at
the boundary between the regions of the graphic is greater

than between the regions of the photographic images. This
property allows distinguishing regions containing photo
images from regions containing graphic. To verify this,
values of the probability for the edge strength for images
containing these regions were determined. For this pur-
pose, a spatial filtering of image regions containing graphic
and photographic images was performed using masks of
the Sobel filter, which calculates an approximate value of
the image intensity gradient and detects the boundaries of
objects in the image. In Fig. 7, the plot of the probability of
the edge strength on the edge strength for researched im-
ages containing photo, and for images containing graphic
is shown.

probability of the
edge strength

0
0 5 10
edge strength
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Fig. 7. Dependence of the probability of the edge strength on
the edge strength: 1 — for images containing a photo;
2 — for images containing a graphic

Analyzing Fig. 7, we note that small values of the edge
strength are characteristic of both images containing photos
and images containing graphics, while large values of the
edge strength are present mainly in the last images. There-
fore, images containing graphics are indeed different from
images containing photos by the presence of large values
of the strength of the edges between regions of uniform
intensity.

Also the standard deviation of values of the edge
strength was calculated for some images containing re-
gions of graphics and photo images. For images containing
graphic regions, it was 98.7-102.8, for images containing
photo regions, it was 63.4—68.2, which also indicates that
variability of the edge strength for a graphic image is high-
er than for a photo image.

6. Discussion of the research results of the proposed
mathematical model for the representation of scanned
document images

The elaborated mathematical model of representation
of the scanned document images is the expansion of the
MRC model. A research of the elaborated mathematical
model of the scanned document image showed that the
structural representation of each of the layers of the
proposed model is adequate to regions of text and illus-
trations of the scanned document images. The advantage
of this representation is in its use to select features of text
regions, graphics and photos for the scanned document
image segmentation in order to increase the performance
speed of such images [18]. The proposed image representa-
tion can be used to solve the problem of scanned document
image segmentation by extracting and labeling the image
regions of interest.



The elaborated model of representation of the image
contains restrictions (3) on the distance between the text
symbols of the normal text and the symbols of the heading.
If the symbols of the text are unevenly spaced at different
distances, then inequalities (3) are not satisfied. Another
limitation (9) of the model allows representing graphic or
photographic images, depending on the predominance of
high or low values of the edge strength in the image. If the
analyzed images contain darkened photographic images, the
intensity values of which are close to zero, or the grayscale
intensity values of which are close to each other, then this
inequality will also not be satisfied. Scanned document
images of this type for which at least one of the considered
inequalities is not satisfied cannot be represented using the
proposed model. These restrictions must be considered when
choosing the analyzed documents.

The disadvantage of the elaborated representation of
the scanned document image, as well as the MRC model, is
too generalized modeling of images in the form of layers (1),
actually representing a “black box”. Such representation
makes it difficult to decompose an image into layers in the
process of segmentation and compression, which is reflected
in the literature [2, 5, 18], and to formalize a test for the
adequacy of this representation to the scanned document
images. Therefore, in the future, the research will be directed

to improving the decomposition of the scanned document
images into layers.

7. Conclusions

1. A mathematical model of the image of a scanned docu-
ment in the form of a structural representation of the regions
of the original image is proposed. This model differs from
those known in the literature as follows. The image of the
scanned document is presented in the form of layers contain-
ing only one class of region, as well as in the form of separate
segments that contain regions of interest on a uniform back-
ground: either text, or graphics, or a photo image. The pro-
posed model for the representation of a scanned document
image allows elaborating a method of identification of these
regions to solve the problem of these images segmentation for
the purpose of further archiving and storage.

2. Verification of the proposed model showed that this
model is adequate to the scanned document image regions
and can be used for structural representation of homoge-
neous regions on each image layer. Therefore, the proposed
model for the representation of scanned document images is
recommended to be used in segmentation problems of such
images to increase the performance speed.
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