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3anpononosano memoo ULBIEHHA WAXPAUCMEA NPU THCMAI0-
eanni mooiivHux dodamxie. Pospoonenuit memoo na 6iominy 6io
ICHYIOMUX BUKOPUCMOBYE 6C HAAGHI 0aMi, HE3ANEHCHO 610 munis,
PO3MipHOCMI © PO3OIHCHOCMI UUX DAHUX MA NEPemBOPIOE MaKi oami
00 00HOpiOHUX Koeiuienmie Ha OCHOBI 3aNPONOHOBAH020 MemO-
0y wxamoeanns. Taxuii nioxio 0036o0s€ nideuwumu MmouHicmo
Po36a3anns 3adaui ma nodyoyeamu eidxpumy 00 pozwupenns 6asy
3HaHb 3 Xapaxmepucmuxamu waxpaie ma npasuiamu 6Us6JeH-
Ha Kopucmyeauie-waxpais. Pospoonena cucmema wxan oas nepe-
600y pi3HOpiOHUX danux 00 00HOPIOHUX Koeiyichmis, sKa 00360-
auna nodyoyeamu mamemamuuny mooesb npouecy WUKaAI06aHHs.
Pospobaeno aneopumm wKaaio8aHHs PizHOPIOHUX MACUBIE OAHUX
HA O0CHO6I 3anPONOHOBAHUX WKATL MA MAMEMAMUHOT MOOeJ NPo-
Uecy wKaMmo06aAHHA BEJUKUX MACUBIE PI3HOPIOHUX 0aHuX, W0 003-
80JIUIIO 6CHO MHONCUHY OAHUX npusecmu 00 080X 0OHOPIOHUX Zpyn.
3anponoHosano azopummu 00poOKU OMpuUManux epyn 00HOPiOHUX
danux ma euseaeHHs Kopucmyeauie-waxpais. Pospobneni anzo-
pummu 3 BUKOPUCMAHHAM KOePIUIEHMIE CX0HCOCME MidC XapaKkme-
pucmuxamu Kopucmyeauie opmyromes wad oMU WaAxXpais, euna-
UAIOMb XAPAKMEPUCTMUKYU MA 3ATEIHCHOCHI KOPUCTY8AMI6-Waxpais,
wo 00360J151€ NidsUWUMU edeKxmusHicmb ma wWeuoKicmo npouecy
eussnennn waxpaie. bByaa 3anpononosana cxema npovecy eusns-
JIeHHS Waxpais, w0 6UKOPUCMAHA 6 THMeNeKMYAanbHill cucmemi
aABMOMAMUUHO20 BUABTEHHS WAXPAIE OJI51 NPOBEOEHHS eKCNEePUMEH-
MANGHUX 00CHI0NHCEHb. 3a pe3yabmamamu eKCnepumMeHmaibHux
00C0¥HCEHb OMPUMAHA MOUHICHb BU3HAUECHHSL WAXPAie Ha 3a0aniil
penpezenmamuenii eubipui 99,14 %. Pesyavmamu excnepumen-
manvHux 00C0NCEHb NOKAZANU ePEeKMUBHICMb ABMOMAMUUHOZO
BUSABJIEHHS WAXPATI8 MA MONCAUBICMb POWUPEHHSL popmamie ma
Xapaxmepucmux Kopucmyea4ié-uaxpaie Ha 0CHOGL inmesieKkmyao-
HO20 ananizy i 6as sHamo

Kmouosi cnosea: eusenenns waxpaiicmea, pisHopioni oami,
incmanoeanna mooinvHux dodamxie, anomanii 6 0aHux, wWKaII0-
8aHHs 0anux

| =,

UDC 004.8:044.89

DOI: 10.15587/1729-4061.2019.155060

DEVELOPMENT
OF A METHOD
FOR FRAUD
DETECTION IN
HETEROGENEOUS
DATA DURING
INSTALLATION
OF MOBILE
APPLICATIONS

T. Polhul

Postgraduate student®

E-mail: tanapolg93@gmail.com

A. Yarovyi

Doctor of Technical Sciences,
Professor, Head of Department*
E-mail: a.yarovyy@vntu.edu.ua
*Department of Computer Science
Vinnytsia National Technical University
Khmelnytske shose str., 95,
Vinnytsia, Ukraine, 21021

1. Introduction

Promotion of mobile software is typical for the pres-
ent-day IT market. For such activity, companies should
spend a lot of money on marketing campaigns. One of the op-
tions of determining effectiveness of a marketing campaign
consists in checking the number of mobile app installations
provided by the company. It is worth to know at this step
that a certain part or entire set of mobile app installations
could be performed in a fraudulent way. Knowing the actual
number of organic mobile app installations and the number
of fraudulent installations, one can determine real cost of a
marketing campaign and whether it is effective. Note that
fraudulent users are called fraudsters. Therefore, develop-

ment of a system for automatic detection of fraudsters and
marketing campaigns using fraudulent methods of installa-
tion is a relevant task in this field.

2. Literature review and problem statement

Complexity of the problem that arises in this study con-
sists first and foremost in uncertainty of the “fraud” concept
in technical literature. For example, fraud is considered in
[1] as a some sort of anomalies in data. In its turn, anomaly
can be defined as contextual (conditional) anomaly “if a
copy of data is abnormal in a particular context.” Method-
ology for detecting this type of anomaly “takes into account




difference between the user-specified environmental and
indicator features during the anomaly detection process” [2].
Also, the authors mention point and collective anomalies.
Anomalies are considered to be point “if a certain copy of
data can be regarded as abnormal with respect to other data”
[3]. Anomalies are considered collective “if the set of corre-
sponding data copies is abnormal in relation to the whole set
of data”. Therefore, when identifying collective anomalies, it
is necessary to look for “the elements inside a group that are
more relevant to each other than to the external elements”
[4]. However, such definitions do not allow mathematical
description of fraud, link it to the data sets that are carriers
of fraud and automate the process of its search in large data
sets. When solving the problem, fraud will be considered as
an anomaly, namely, as a deliberate generation of anomaly in
the data on the process being studied by a third party (fraud-
ster) or a mechanism for a particular purpose.

Secondly, when searching for fraud in data during in-
stallation of mobile applications, it is necessary to clearly
identify types and formats of data in which search is made
because choice and analysis of processing methods depend
on them. Let us consider the groups of input data used when
installing mobile apps. These include:

— numerical data, for example, continuous data: action
time, or discrete data (number of friends in social networks,
number of purchases, etc.);

— qualitative data, for example, categorical data: the
name of the mobile platform of the user (i0S, Android,
etc.), user IP, user device ID, user information, user’s social
network etc., or dichotomous data: connected to social nets
or not, installation confirmed or not, purchase confirmed or
not, etc.;

— plural data: sets of numerical or qualitative data, for
example, a set of time of each event, a set of types of user
events, etc.

As it can be seen, in fraud detection systems when in-
stalling mobile apps, there are input data both numerical
and qualitative as well as sets of numerical and qualitative
data. Besides, data are not compared with each other, they
have different dimensions and accept values from different
ranges. That is, data are heterogeneous. It should be noted
that the problem of data heterogeneity occurs when detect-
ing anomalies in different areas. To overcome it, methods
for reducing dimension of the input data vector described in
[5 8] or such method of overcoming heterogeneity as one-hot
encoding which is considered, e.g. in [5] are often used. The
first of these methods introduces uncertainty in data since it
can discard data important for correct decision making and
a possibility of further result substantiation based on the
initial input data. The second of these methods can convert
qualitative data in numerical ones only if the final set of cat-
egories of a certain qualitative feature is known. However,
e. g. in the case of TP address, the set of all possible values
(categories) is unknown in advance, so the second method
does not work with such data.

Therefore, in the course of studying the methods of
detecting anomalies, their sources were analyzed [1, 5-25]
and machine learning methods for Big Data processing were
distinguished. They can be divided as follows:

— classification methods: many of them were mentioned,
e. g. in [5]. Among them, expert systems are distinguished.
They are considered, e.g. in [9] and used in detection of
anomalies in the medical area, in credit cards, in image
processing, when detecting network intrusions. However,

drawback of expert systems consists in the fact that when
new fraudulent patterns appear, user has to track them and
add new rules to the system. Bayesian net is considered sep-
arately. It is used to detect anomalies in medical data, image
processing, sensor nets. Bayesian net is mentioned, e. g. in
[6, 10—12]. However, heterogeneous data are not used in this
method because of peculiarity of net construction. There
are also other methods such as Support Vector Machine, the
method of k-nearest neighbors, classification methods based
on neural networks. According to [1], the latter method is
most often used in detecting credit card fraud, in image
processing or in detecting network intrusions. But as shown
in the sources discussed, these techniques are effective when
homogeneous data are used,;

— clustering methods which are divided into hierarchical
(taxonomy) and non-hierarchical or exact and fuzzy methods.
Among the methods of this group, k-means clustering method,
graph methods including, e. g. an algorithm for selecting con-
nected components can be mentioned. FOREL algorithm and
agglomerative hierarchical clustering can also be mentioned.
Most of these methods are discussed in [7] and applied in
a professional information and analytical resource [13]. It
should also be noted that one of the clustering methods is
based on the use of similarity coefficients as is shown, e. g. in
the authors’ studies [14—18] and in [19]. Clustering methods
are most often used in network intrusion detection discussed
in [20] and in the case of credit card fraud detection. However,
such methods feature use of only homogeneous data;

— statistical methods are considered, e. g. in [21, 22]. In
this group of methods, spectral method that is most often
used in mobile phone anomaly detection and in detection of
anomalies in sensor networks can be mentioned. Also, non-
parametric statistical modeling which is used in detecting
net intrusions and in trouble shooting in mechanisms can
be mentioned. Another method that belongs to this group is
parametric statistical modeling which is considered in [23,
24]. Statistical profiling using histograms is discussed in
[25]. It also refers to this group of methods. However, when
using these methods, there are no procedures for reducing
data to homogeneous data.

In particular, clustering methods are not suitable for
solving the problem of fraud detection when installing mo-
bile apps since these methods are learning methods without a
teacher, that is, the methods which identify groups of similar
users on their own. However, in the problem under consid-
eration, it is necessary to determine in advance classes in
which users should be grouped.

Also, it should be noted that all of the above methods
work with homogeneous data, so the task of developing a
method for overcoming heterogeneity of input data in mo-
bile applications remains relevant. Therefore, it is expedient
to develop a method for detecting frauds as anomalies oc-
curring in installation of mobile applications which would
enable analysis of heterogeneous data to detect anomalies in
these data in contrast to the abovementioned methods.

3. The aim and objectives of the study

The study objective was to study the possibility of
overcoming data heterogeneity to enable automatic fraud
detection during installation of mobile applications without
losing accuracy of the results obtained and the possibility of
substantiation of obtained results.



To achieve the objective, the following tasks should be
solved:

— to classify heterogeneous data when installing mobile
applications which would enable further development of
the method of fraud detection during installation of mobile
applications;

—to develop a method for fraud detection in heteroge-
neous data arrays when installing mobile applications. In
contrast to existing methods, it should enable defining of
complete fraudster formats by means of intelligent data anal-
ysis and the proposed model, scales and scaling algorithms to
materially improve effectiveness of the procedure for detect-
ing new fraudsters;

—to analyze results obtained in the study of the pro-
posed model, algorithms and the method of fraud detection
in heterogeneous data and evaluate accuracy of fraudster
detection in a given representative sample of users.

4. Classification of heterogeneous data when installing
mobile applications

When choosing a method necessary for solving the prob-
lem from a multitude of considered methods, it is important to
analyze input data with which the considered methods would
work and the known data for achievement of the objective.

In order to classify data and determine the set of input
data necessary for deciding on the presence of fraudulent sit-
uation, it is necessary to consider in detail the whole process
of emergence and change of data. In the process of installing
a mobile application, behavior of each user taking part in
this process is characterized by a set of events, for example:
installation and confirmation of installation, opening of the
application and its registration, etc. sequential set of possible
input data is presented in Fig. 1.

Set of events L1 - Set of events L2 - Set of events L3 -

before registration internal app events after the app use

Event 1 Event2 Event3 i Event 4 Event 5 Event 6 Event 7.,3,Event N Event N+1

i A

App App opened Purchase: Internal event |Repeated
installation: by user: ouserlD; of mobile mobile app
ouserID; ouserID; ouser IP; application installation:
ouser IP; cuser IP; ouser devicelD; |(any click): ouserID;
ouser devicelD; |ouser devicelD; |ouser deviceOS; [cuserID; ouser IP;

ouser IP; ouser devicelD;
ouser devicelD; [ouser deviceOS;

ouser deviceOS; ouser deviceOS;|-event type;
oevent type; oevent type; oevent time;

ogvent time. oevent time. opurchaselD;  |cuser deviceOS; [oevent type;
opurchasePrice; |-event type; oevent time.
oisApproved.  |-event time;
oevent
SpecificData.
o o o
Confirmation User Connection Mobile
of app registration: to App
installation: ouserID; social net: Uninstall:
ouserlD; ouser IP; suserID; ouserlD;
ouser IP; ouser devicelD; ouser IP; ouser IP;

ouser devicelD;
ouser deviceOS;

suser deviceOS;
oevent type;

suser devicelD;
suser deviceOS;

ouser devicelD;
ouser deviceOS;

oevent type; oevent time; oevent type; oevent type;
oevent time; ouser information; oevent time; oevent time.
cisApproved. ouser photo; osocial

ouser date of birth. NetworkName.

Fig. 1. Sequence of incoming of events for each user when
installing mobile applications

Sequence of occurrence of events for each user divided
into L1, L2, L3 sets depending on the event type is shown
in Fig. 1. Note that common features of each event are as
follows:

— information about the current user, namely unique
identifier (userID);

— information about the current device, namely its
unique identifier (user deviceID), 1P address (user IP), in-
formation on the device operating system (user deviceOS);

— information on the current event, namely the event
type and time.

Also, each of the events may contain features belonging
solely to it, for example:

—every internal event of mobile application contains a
tuple of information specific to it (eventSpecificData);

— the event of confirmation of app installation has an
isApproved check box indicating whether the installation is
confirmed or not;

— the user registration event contains user information,
photo and date of birth;

—the purchase event contains a unique identifier for
the purchased product (offerID) and the purchase proper
(purchaseID), price of the purchase (purchasePrice) and an
isApproved check box for purchase confirmation or non-con-
firmation.

In the process of this study, the whole set of input data
required for fraud detection when installing mobile applica-
tions was divided into several subsets:

— M1 set: the user data and information during instal-
lation;

— M2 set: the user information and his actions after in-
stallation;

— M3 set: the user data during the uninstall process.

However, determination of amount of most important
input data and characteristics of these data has appeared
to be a rather difficult task in this study process. Therefore,
an expert poll was carried out to identify a complete array
of input data and characteristics of these data in which
25 experts experienced in fraud detection from leading
IT companies in Ukraine, Switzerland and the USA have
taken part.

The expert poll was aimed at determining the set of
input data and data characteristics that can be used to
determine whether a user is a fraudster or not. For this
purpose, poll was conducted in two stages. At the first
stage, experts were provided with a set of all possible input
data to be ranked or supplemented with other input data.
At the second stage, experts determined limit values for
the defined set of input data. For example, the following
was established:

— limit values for the number of clicks from one IP ad-
dress:

Tip _act _min and Tip _act max;

— limit values for time between the events of app instal-
lation and the user registration:

Tinst _min and Tinst _max;

— minimum and maximum number of friends in social
nets:

Cf min and Cf max.



Data and information Information Data on the user
on the user on the user and during
during his actions after uninstall
installation installation operation
ouser information,
ouser 1D, - user connected to a o information
social network or not, on app deletion,
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all user clicks),
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o purchase ID
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- purchase time and type
(if it is purchase),
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o installation confirmed
or noncomfirmed,

o user's device platform.|

Fig. 2. Input data divided into three distinct sets

The results obtained at the first stage of the expert poll
are presented in Fig. 2. As seen from the input data estab-
lished by the expert poll, the data are heterogeneous. For
example, input data contain both qualitative and numerical
indicators and take values from different ranges.

The results obtained at the second stage of the expert
poll are presented using the set theory, namely in the com-
ponent form:

0=(D,X), 1)

where D is the set of events for each user; X is the data char-
acteristics defined by the experts and presented in the form
of properties of the data set D. These properties should be in-
herent to all organic users. Let us consider these properties:

P(IP)=IP ¢ FRAUD _IP, 2)

where FRAUD IP is the set of known fraudulent IP ad-
dresses, IPis the IP address that the user used. This property
(2) will check whether the TP address is fraudulent or not.
So, if one looks at this property from the opposite side, then
it can be noted that if IP € FRAUD _IP, then the user hav-
ing this IP address is definitely a fraudster;

P,(ID)=ID ¢ FRAUD _ID, (3)

where FRAUD _ID is the set of identifiers of known fraud-
sters, ID is the unique user identifier. Similar to the previous
property, it can be noted that if IDe FRAUD _ID, then the
given user is a fraudster;

P(D_ID)=D_IDg FRAUD D _ID, 4)
where FRAUD D _ID is the set of identifiers of devices on

which fraudsters were spotted; D ID is the unique device
(mobile phone) identifier. Similar to the previous properties,

it can be noted that if D IDe FRAUD D _ID, then the
given user is a fraudster;

P,(P,)=(P,.isAproved = true), )

where P, is the unique identifier of the purchase made by
the user, the isAproved check box indicates whether the pur-
chase was confirmed by corresponding store or not. It can be
noted that if the user has at least one unconfirmed purchase,
then the given user is definitely a fraudster;

P(T)=T e AVAILABLE TYPES, (6)

where AVAILABLE TYPES is the set of event types avail-
able to the user at this stage, T'is the type of the current user
event. Similar to the previous properties, it can be noted that
if Te AVAILABLE, then the given user is a fraudster;

Q(D_Amr):D_Amz <:5’ (7)

where D_A,, is the number of accounts on one device. If

this property is not met, then users who use the device with

the current identifier deviceID, are marked as fraudsters;
P(IP_A

cnt

)y=IP_A, <=5, )

where IP_ A, is the number of accounts from one IP ad-
dress. Similar to the previous property, if this condition is
not met, then the users with this IP address are considered
fraudsters.

To describe further properties, select from the D set the
subsets of events for each of the user’s devices (by devicelD)
E,E,, ....E,, where d is the number of devices from which
the user used the mobile application, i. e.

E,VE,u...0E,=E.
It is worth noting that E, cE, E,cE,..., E,cE and
ENE,N..NE,=@.

In turn, each of the selected subsets can be divided into
subsets of user actions every minute, namely:

E,UE,U..UE, =E,E ,NE,N..NE,, =D

1,m1

E, UE,,U...0E,,,=E,E, NE,,N..NE,,, =D
)
E, UE;,u...0E,, =E,E, NE,,N..NE,,, =2,

where m1,m2, ...,md is the number of minutes spent in the
application from the 1, 2, ...,d device, respectively.

Then each of the E,,..., E .,Ey .. Eypyy Eyppees Eypg
subsets can be specified as follows:

{e| PA(0), ()} =c<=50, (10)
where ¢ is the number of elements in this subset. This prop-
erty indicates that an organic user can do no more than
50 clicks (events) per minute. If the number of events is much
larger, then the user can be considered suspicious. In order
to assuredly determine if the user is a fraudster judging by



the time of his events, it is necessary to check the following

properties. To this end, represent the E,,E,, ...,E, subsets
in the following form:
{d ‘ Pyt Pia (0, Py (1), Py (L L) s 11

P (ot yy) =4, —t;>= 60000 ms,

where ¢,, t,,, is the time between neighbor events. This
property checks time between events. If the time is greater
than the specified one, the user is considered suspicious and
further properties are checked,;

P, (¢t) =E, ¢ F, where ¢ is the time of events i€[1, ..., d],
F is the set of completely known distribution laws. This
property checks affiliation of the set of the user event time
to some well-known distribution law. This is necessary be-
cause of the fact that fraudulent scripts usually use random
functions to select time between events. However, any ran-
dom function is constructed on the basis of a certain known
distribution law, usually a normal distribution law;

P (n) =E, ¢ F, where n is the type (name) of events.
This property is similar to the previous one but checks dis-
tribution of the event types. Necessity of this check is also
explained by the fact that fraudulent scripts that perform as
many as billions of installations per day/hour choose the type
of the event in a way a “user” (i. e. script) does it with the use
of a random function based on a specific distribution law;

P, (tunts) =t —t, >=120000 ms,

, 1s the time between adjacent events.

Similar properties will have subsets divided not accord-
ing to devicelD, but according to userIP.

Certainly, main data characteristics were established
based on the second stage of the expert poll, however, new
fraudulent methods for installing applications may appear
in each particular period of time. This is why data mining
will also be applied in the method development. In fact,
according to Geron Aurelien’s definition [5], data mining
is application of machine learning techniques to study large
amounts of data (Big Data) for further detection of the fin-
gerprints that were not immediately spotted.

where ¢,,—t,

5. Method of fraud detection in heterogeneous data arrays

Thus, to analyze such data, it is necessary to apply a
method that works with heterogeneous data. However, if
we consider one of the most popular current approaches to
solving similar problems, i.e. neural and similar to neural
networks [26], these approaches work only with numerical
data, too. There is a way of converting categorical data to
numerical (one-hot encoding [5]) but it is necessary to know
the whole set of possible values of the categorical feature
to apply this approach. However, it is impossible to know
in advance all possible variants of such a feature as an IP
address. Even types of events will be constantly added in
the process of improvement of a mobile application which
will lead to ever-growing number of input features and their
data and continuous retraining of the system. In the case of
IP addresses, there will be a very rapid growth of incoming
categories which will require huge storage resources for each
user. In general, most current algorithms practically do not
support work with categorical data.

It should be noted that one more significant problem
for the method being developed in this study is inability to
use neural networks to overcome heterogeneous data. The
reason is that it is impossible today to clearly substantiate
decisions made by neural networks. It is important in con-
sideration of litigations in which clear arguments have to
be provided. For example, this is one of the most important
reasons why unmanned cars are not yet available for sale:
because such substantiation is obligatory in the studied area.

There is also a method that works both with numerical
and qualitative data: a generalized discriminant analysis
[10, 27]. However, this method also requires a set of possible
values of a categorical variable similar to one-hot encoding.
In our case, not all categorical input data have a discrete set
of categories.

If we consider other existing methods of data normal-
ization, they also do not work with numerical and qualita-
tive data and there may be worsening of accuracy because
of information loss and the mistakes made. Among the
methods discussed, we should mention the methods of con-
verting heterogeneous data to homogeneous (for example,
multidimensional scaling) or methods for identifying the
most important features (for example, principal component
analysis [7]).

Most modern methods work with homogeneous data,
so the need to develop a method that uses heterogeneous
data obtained in the process of fraud detection is an im-
portant task.

Heterogeneity in most of the methods under consider-
ation and in this study is understood as data of various value
types (numerical and qualitative data) found in different
ranges and dimensions that cannot be equivalently com-
pared with each other. It should also be noted that the vector
of input data can contain not only numerical or qualitative
data but also arrays of numerical or qualitative data.

To overcome data heterogeneity, the authors used scaling
(normalization) of data which means converting all data
(qualitative and numerical) to a single scale from 0 to 1.
We will assume that the zero value in the scale will mean
that the user is a fraudster by this feature, and the value of
1 will mean that the user is organic. This is a feature of the
proposed scale. For example:

— IP address (qualitative data whose entire set of values
is unknown) is converted into a coefficient 0 or 1. This coef-
ficient is determined in the following way: if the IP address
belongs to the set of fraudulent 1P addresses specified by the
experts and is supplemented by the developed system in the
process of its study, then the coefficient is equal to 0. If not,
then it is equal to 1 (Fig. 3);

— event type: qualitative data in which, unlike the previ-
ous feature, all types of events are known in advance. How-
ever, when adding new types of events and using existing
methods to overcome heterogeneity, it is necessary to retrain
the entire system by adding new categories first. There are
several properties of the set of input data with this feature.
For example, if there are event types inaccessible for the
user (for example, some functions of mobile applications can
only be available after their registration) among the types
of actions performed by the user, then the coefficient takes
zero value;

— presence of an unconfirmed purchase is a qualitative
feature, i.e. dichotomous. In the case of an unconfirmed pur-
chase, this coefficient is 0 which indicates that the user is a
fraudster. Otherwise, this coefficient is equal to 1;



— the set of the user event time is converted to a value
from 0 to 1 where 0 means that the set belongs entirely
to a particular distribution law, and 1 means the opposite
(Fig, 4);

— the number of friends in the social network: it is nu-
merical data which is also converted into a coefficient with
value from 0 to 1. If the number of friends is within the limit
values defined at the second stage of expert evaluation, then
the coefficient value is 1, if otherwise, 0. Example of numer-
ical feature is given in Fig. 5.

IP address

[ 1]
|

0- fraudster 1- organic user
Determined based on the
data array with following
feature:
- can coincide with known
addresses of organic users
from the knowledge base;
- cannot coincide with

IP addresses of fraudsters
from the knowledge base.

Determined based on the
knowledge base in which
the following is stored:

- IP addresses of fraudsters
of the given system;

- known IP addresses.

Fig. 3. The scale of defining the user class by a feature of
IP address

The set of time between the user events

0- fraudster 1 - organic user
Sampling with time between Sampling with time between
the user events in the specified the user events in the

time period belongs to some specified time period does
fully known distribution law. not belong to some fully

\ known distribution law.

Fig. 4. The scale of defining the user class by feature ‘set of
time between the user events’

Number of clicks made by the user in a minute

I I
\
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If the number of clicks in a minute:
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established by experts. established by experts.

If there is no deviation
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Fig. 5. The scale of definition of the user class by feature of
number of clicks in a minute

As can be seen from the examples shown in Fig. 3-5,
transition from heterogeneous to homogeneous data pre-
sented in the form of coefficients, was performed. Such
a conversion of heterogeneous data into a homogeneous
subsequently enables the use of classification methods to
detect a fraudster.

In the process of scaling and on the basis of expert eval-
uation, authors have identified 17 coefficients that influence
decision making in fraud detection. Analysis of these co-
efficients has made it possible to group the coefficients as
follows:

— the first group covers the coefficients enabling prelim-
inary analysis of data, namely uniquely identify fraudulent,
organic and suspicious users in the set of users. It enables
initial sampling based on the decision tree. For example,
there are 13 coefficients in the first group. Let us consider
some of them:

ky (purchased/not purchased): if the number of purchas-
es made by the user > K, ., then & is tentatively equal to
1 and means that the user is not a fraudster. If the number of
purchases < K, ., then ks is tentatively equal to 0.5 which
means that the user is suspicious. Coefficient K, ,, was
determined in this study on the basis of expert poll. If a user
has made a purchase that is not available to him, then &, is
tentatively equal to 0 and means that the user is a fraudster;

k3 (confirmed/nonconfirmed purchase): if a user has
made an attempt to send a non-existent identifier of pur-
chase that was not confirmed by the store of the correspond-
ing mobile platform, then this user can automatically be
considered a fraudster;

k; (time between user events): if a sample with time be-
tween user events belongs to some well-known distribution
law, then that user will be identified as a fraudster. Affilia-
tion of the sample to the distribution law can be determined
using the Kolmogorov-Smirnov criterion [28];

ks, kg (user event type, frequency of each user event type):
interrelated indicators. When k5 € [K5 K o o |auser
is definitely considered a fraudster. K ,;, . and K; .- .., ar€
determined on the basis of an expert poll; o

ks (number of friends in a social net): if a user is con-
nected to a social net and the number of his friends in this
net belongs to [K87min * Ky s Ky ™ Kgiopr] and interval
ks in this case equals to | K K; .. |, the given user is a
fraudster. Coefficients K ,,, , K, . aredetermined
on the basis of an expert poll; B

— the second group covers coefficients that do not enable
a preliminary analysis based on the decision tree. However,
based on the samples of fraudsters, organic and suspicious
users formed on the basis of coefficients from the first group,
one can find coefficients of similarity of all users with co-
efficients found according to each of characteristics of the
second group. For example, 6 coefficients belong to the sec-
ond group (some of them coincide with those from the first
group). There are some of them:

ky (the number of clicks per minute from one device):
an important coefficient in fraud detection, however, a user
having just this coefficient cannot unequivocally identify a
fraudster (anomaly),

k4 (time between user events): similar to k; if actions do
not fit a specific fingerprint and the time between events is
not specified by distribution;

ks (number of friends in a social net): if a user is
connected to a social net and has enough friends, name-
ly (Kg pue *Kg op3o0), then it is possible to check names
(whether the friends are real) and the friends’ photos (similar
to definition of k5 coefficient);

k10, k11 (number of installations from one device, time
between installations on one device): make it possible to de-
termine whether the user is organic based on the installation
data. If the frequency of installation from one device set by

_min_cnt’

8_min?

K

8 _opt?



ki1 coefficient indicates that the time between installation
requests is not less than K, ,., then the user will be con-
sidered organic according to these coefficients. However,
when determining this coefficient, all other indicators need
to be checked. Coefficient K is established on the basis
of an expert poll.

Thus, when scaling input data according to the scales
proposed in the study, a mathematical model of the scaling
process (12) is obtained. It contains coefficients of a defi-
nite metric.

11_min

U,(i,iy,..005)

i U,(i,,1y,..05) R

U, (ipyiyy.mi,,)

FE,(D) is the function of user classification in clusters
Cy (fraudsters) and C; (organic users). The result of this
classification will be presented as a R, vector of users, and
each user in it will have a corresponding class as a parameter.
Two algorithms for scaling diverse data arrays have been
developed on the basis of the proposed mathematical model
of scaling (12). Let us consider these algorithms in more
detail.
Algorithm 1. The algorithm of scaling heterogeneous
data arrays:
1. Analysis of input data.
1. 1. Group data in the G, vector.
1.2. Group data in the G, vector.
2. Create X, B,.., W. vectors of ho-
mogeneous data.
3. Scaling data according to a certain
feature in a criterion.

U(x5esx,) U,(ky) 3. 1. Scale X, vector data using E(f()
S| Uy(xyyes ) - = U, (k) function. ~ B
X - EX)-X, 3.2.Scale W, vector data using ﬂ(W)
’ function. B B
Ui(8i-81r) U, (x,) U, (k,) 3. 3. Scale W, vector data usingFS(W)
G Uy(8i1-81r) N function. . .
| 1) ukg) S il o
R U,(8-8) i U,(b,...b,) S BB U, (ky) knowledge base.
Ui(8y1r-+8x) 4. 1. Identify definitely fraudster us-
G U,(8y1r- o)) U,(b,...b) U,(k,) ers based on the.criteria obtained and re-
2 - cord such users into the knowledge base.
4. 2. Identify definitely organic users
U,(8y1r-+8x) U(w,,...w,) U, (ky) based on the criteria obtained and record
- | U, (w,,...,w0,) - - | U, (ky) their data into the knowledge base.
w —>EW)->W, 4. 3. Identify suspicious users based
on the criteria obtained and record their
U, (@, ,) U, (k) data into the knowledge base.
U, (ko Ry koy) U,(C) 5..C0mbiI£e criteria by users using
o U, (koo boyroo ) _ v function F,(X,,B,,..,W,) to obtain a set
- F(X,,B,W)—>D —>FE(D)—>R , (12)  of homogeneous data for each user, Uj,
combined into the
Un(kOW’km"“’an) Un(C1)

where

U,(ipyiyy.miy,)
7| UsCiiornsin)

U,(i,iy,..005,)

is information from the database for each user, namely the
vector containing vectors with all defined features for each
user (U,,U,,..,U,);

G, and G, are vectors of heterogeneous input data di-
vided into two groups, namely, as established on the basis of
an expert poll;

X, B,..,W are vectors of homogeneous data grouped by
types;

F(X), F,(B),..., F,(W) are corresponding functions of
conversion of homogeneous data by a certain feature to a
criterion with value from 0 to 1. In the output, Xi, Bl, Wl,
vectors will be obtained containing users with the criterion
value according to a corresponding feature;

F,(X,,B,,..,W,) is the function of combining all criteria
by usersina D vector;

U1(k()1’k11""’k21)

D U1(kozyk12""’k22) vector.

U, (ko b Bry)

6. Detect fraud with the help of user classification based
on homogeneous D vector data.

7. Record data on the users that were referred by the al-
gorithm to the Cy class (fraudster) or Cy class (organic user)
in the knowledge base.

8. Record results of the first algorithm into the knowl-
edge base used for constructing a training procedure used
in the algorithm 2.

As aresult of operation of Algorithm 1, all input data are
scaled and made homogeneous.

Algorithm 2 makes it possible to detect abnormalities in
data (fraud) using coefficients of similarity between users.
The proposed algorithm works with both data and user data
arrays. Let us consider it.

Algorithm 2. The algorithm of detecting fraud when in-
stalling mobile applications:

1. Connect to the user database.



2. Connect to the knowledge base obtained by means of
the algorithm 1.

3. Provide feature engineering.

4. Convert the (data) features into coefficients with
forming rules of coefficient definition. ~

5. Group the coefficients, namely, into G, and G, vec-
tors.

6. Determine values of the coefficients from the first
group according to the characteristics of the data defined at
the second stage of expert evaluation. For example:

6. 1. If the data are numerical, then value of the coeffi-
cient usually depends on the limit values.

6. 2. If the data are qualitative, then the coefficient value
usually depends on affiliation of the data to a set of qualita-
tive data predefined by means of the expert poll.

6. 3. If this is a set of data, then the coefficient value usu-
ally depends on affiliation of the given set to a certain known
distribution law or on whether the amount of data (of a
particular type) from the given set belongs to the limit data.

7. Define the sets of fraudsters, organic and suspicious users
based on the coefficients of the first group, i. e. the coefficients
obtained on the basis of the G, vector using formula (12).

8. Select the set of undefined users.

9. Determine values of the coefficients from the second
group using formulas for determining similarity of users. To
do this, the following has to be done for each of the deter-
mined coefficients from the second group:

9. 1. Determining coefficients of similarity of users with
fraudsters forming a set of coefficients having values ranging
from 0 to 1.

9. 2. Determining coefficients of similarity of users with
organic users.

9. 3. Determining coefficients of similarity of users with
suspicious users.

10. Combine the obtained sets of coefficient values into
one set of homogeneous values.

11. Direct homogeneous values to the classification
model.

11. 1. Training the model for the data noticed in p. 6 us-
ing cross-validation to avoid re-training of the model.

11. 2. Running the model for undefined users to obtain
class of each user.

12. Augment training rules and update the knowledge
base.

13. Interpret the data obtained from the knowledge base.

Based on the proposed algorithms, a scheme for detect-
ing fraud in installation of mobile applications was devel-
oped (Fig. 6).

Knowledge

¥ . || Classification
| Base formation

N

Classification
model
training

Repetition
in a necessity

or at a next
automatic start

Method
of overcoming
heterogeneity

Identification
of the user data |~
characteristics

Fig. 6. Scheme of the process of fraud detection when
installing mobile applications

Fig. 6 shows the sequence of conversion of large arrays
of heterogeneous data into fraudster fingerprints based on
the proposed method of fraud detection in heterogeneous
data, the mathematical model of the scaling process and the
algorithms developed in this study.

6. Analysis of results obtained in the study of the
proposed model, algorithms and method of fraud
detection in heterogeneous data

To test the proposed model, algorithms and method, an
experimental study was conducted [29, 30]. A representative
sample of data from a mobile application containing 284807
aggregated user actions was taken as a test set for verifi-
cation. An example of a user event is shown in Fig. 7. Note
that general user data, such as the user IP address, device
ID which are personal data as well and stored in the session
collection. Relevant information for each event can be found
by session_id. This is done to optimize storage resources as
such data will not change within the session.

db.getCollection('social network').find( )

AR ERNELE

Key Value Type

Vv &3 (1) Objectld("Sbed756aa54e9b3449b4dd97") { 14 fields } ect
U _id Objectld("Sbed756aa54e9b3449b4dd97")
") event_id 6390174t-4949-46k6-j61d-8f962jdaf45k

| social_network (U 0.021sec.

" user_id 4849

=" device_id 4516

=" device_os ios

= type social_network_connect
= snType facebook

%] event_ts 1542288397003
= fb_id 100002163337751
L&) coins 1210

=) v 12

=) xp 36000

" country UA

" session_id prod_defaa5a0c3194c149b34d12f94d81... String

Fig. 7. Example of one of the events from the test set

Combine the event data for each user into the vector of
input data

U1(i1?i27""i51)
7| Vel |

U,(i,iy,..00,,)

Consequently, the I vector for each of the existing users
will contain a plurality of event types. An example of one of
them was discussed above.

Let us form two groups of the input data, G, and G, from
the I vector selected by means of an expert poll.

Using the proposed method of overcoming heterogeneity,
convert each of the features into a criterion having value
ranging from 0 to 1 (the previously mentioned functions
E(X), F,(B),..., F,(W))) and combine the criteria by users
(earlier mentioned function F,(X,,B,,W,)) in a D vector.
Data for the first five users represented by the D vector
were demonstrated by the use of the Python programming
language in Fig. 8 where the record number is the user 1D
in a sequence; V1, V2,... are the criteria for each user; Time is
the system shift.

As can be seen from Fig. 8, all data are homogeneous,
namely, there is no qualitative data and all data are in the
same range (from 0 to 1).



appActions.head()

According to the results of exper-

imental studies carried out using the

developed computer programs based on

the algorithms proposed in the study
(for which author’s certificates were

issued [29, 30]), accuracy of fraud-
ster detection for a given representative

out[2]:
Time \'Al v2 V3 v4 V5 V6 v7 v8 V9| ...
0/0.0 |0.359807 [0.072781 |0.536347 |0.378155 |0.338321 | 0.462388 | 0.239599 |0.098698 | 0.363787 |...
1]0.0 [0.191857|0.266151 |0.166480 |0.448154 |0.060018 |0.082361 |0.078803 |0.085102 | 0.255425 | ...
2(1.0 |[0.358354|0.340163 |0.773209 |0.379780 [0.503198 | 0.800499 |0.791461 |0.247676 |0.514654 | ...
3|1.0 |0.966272 |0.185226 |0.792993 | 0.863291 |0.010309 |0.247203 [ 0.237609 |0.377436 | 0.387024 | ...
4|2.0 |0.158233 (0.877737 |0.548718 |0.403034 |0.407193 |0.095921 [ 0.592941 |0.270533 | 0.817739 |...

sample was 99.14 %. The software was

Fig. 8. Homogeneous data for each user obtained as a result of use of the method

of overcoming heterogeneity

After completion of classification for obtained homoge-
neous data, a resultant

U.C)
P LACS

Un (C1)

vector was obtained at the output. For visualization of the
result, distribution of users by classes is shown in Fig. 9.
Classes 0 and 1 include fraudsters and organic users, re-
spectively.

print(appActions.groupby('Class').size())

Class
1 284315
0 492

dtype: inté64

Fig. 9. Distribution of users in two classes

For a better understanding of the results obtained and
visual tracking of the trend in the data, input data of one user
assigned by the algorithm to the class 0 can be represented
as histograms (Fig. 10). As the figure shows, the sets of data,
V13 and V14, belong to the normal distribution law. Conse-
quently, the given user applied a script which has set time of
his events according to the normal distribution law.

V13
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40000

30000

20000

10000

implemented using the Python pro-
gramming language and TensorFlow,
Pandas and Numpy libraries.

7. Discussion of results obtained in
the study of the proposed model, algorithms
and method of fraud detection in
heterogeneous data

Advantage of the proposed method of fraud detection
over existing methods discussed in Section 2 [1, 5-25] con-
sists in that it allows users to work with heterogeneous input
data when installing mobile applications with application of
algorithms of data scaling. One more advantage is creation
of a knowledge base and fingerprints for fraudsters and or-
ganic users at the stage of executing the algorithm 2 of fraud
detection when installing mobile applications. Availability
of the knowledge base accelerates fraud detection for new
sets of input data and detection of user fingerprints makes
it possible to identify fraudsters that cannot be identified by
analogous systems.

The developed method can be used in automatic de-
tection of fraudsters by using intelligent data analysis. Its
limitation consists in that it can be used only in the field of
installing mobile applications. To adapt this method to other
areas, it is necessary to classify the input data for their use
by the proposed scaling algorithms.

Further development of this study consists in paralleling
the proposed processes and raising computation power for
future experiments. This will enable speeding up fraud de-
tection when installing mobile applications and determining
minimum amount of resources required.

V14

140000
120000
100000
80000
60000
40000

20000

Fig. 10. Demonstration of scaled characteristics, V13, V14, of the first group, @1 of one of the fraudsters in the form of
histograms: distribution of time between the user events in the chosen time interval (a); time distribution between an internal
event of “preference” type (b)



Thus, this paper proposes a method for detecting anom-
alies (fraud) in large arrays of heterogeneous data, a math-
ematical model of the process of scaling large arrays of
heterogeneous data and scaling algorithms. The developed
method, mathematical model and algorithms can be used in
automatic detection of fraudsters (anomalies in data) when
installing mobile applications.

7. Conclusions

1. Heterogeneous data used during installation of mobile
applications have been classified which has enabled further
development of the method of fraud detection when install-
ing mobile applications.

2. A method for fraud detection in heterogeneous data
arrays during installation of mobile applications was pro-
posed. In contrast to existing methods, it makes it possible
to define complete formats of fraudsters using intelligent
data analysis. In the course of development of the method, an
algorithm of scaling heterogeneous data sets was proposed
based on the proposed scales and a mathematical scaling

model which makes it possible to reduce the whole set of data
to two homogeneous groups. Also, algorithms for processing
the obtained groups of homogeneous data and detection of
fraudsters with a full set of fraudster characteristics were
proposed. These algorithms and the method were used in the
intelligent automatic fraudster detection system intended
for conducting experimental studies. As it was shown by the
results of experimental study, application of the method and
algorithms as well as definition of complete formats of fraud-
sters with the help of intelligent data analysis can improve
accuracy of solution of the set task up to 99.14 %.

3. The results obtained in the experimental study have
shown effectiveness of automatic fraud detection and the
possibility of expanding formats and characteristics of fraud-
ulent users based on intellectual analysis and knowledge
bases. The study was carried out using software developed
on the basis of the model, method and algorithms proposed
in this paper with the help of the Python programming
language and TensorFlow, Pandas and Numpy libraries in
the PyCharm development environment. To implement the
classification block, a fully-connected deep neural network
with 3 hidden layers was used.
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