
Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 1/2 ( 103 ) 2020

24

1. Introduction

In the system of scientific communications, there are 
a number of statistical laws that describe the phenomena 
and processes of self-organization in the library science, the 
science of science, and linguistics [1–3]. Patterns were estab-
lished in the first half of the 20th century, bear the names 
of discoverers, and are usually referred to as laws. However, 
given the empirical nature of their identification, it seems 
more correct to use the term “regularity” in relation to them, 
since a law is part of a sound scientific theory. These statisti-
cal laws are approximated by power or hyperbolic dependen-
cies. At present, there is no generally accepted point of view 
on the mechanism of establishing the mentioned statistical 
laws or their generalization and presentation in the form of a 
single law. The solution to such a problem, which is relevant 
not only for scientific communications, requires the develop-
ment of a mathematical model of the considered patterns and 
the identification of its parameters.

2. Literature review and problem statement

The results of studies of the distribution of scientists by 
publication activity were first presented in [1]. The estab-
lished statistical regularity was formulated as follows: the 
number of authors who published n articles is about 1/n2 of 
those who published one article; the proportion of all authors 

who published one article is about 60 %. More recent studies 
have shown that the 1/n2 ratio requires clarification [4]. 
In [5], the results of studies of this pattern are presented by 
analysing articles on ecology in the Scopus database for the 
period of 2013–2017. The approximate nature of the pattern 
and the need for its approximation are noted.

J. Zipf’s linguistic-statistical regularity approximately 
describes the distribution of the frequency of using words in 
any language [2]. The pattern has the following wording: if 
all words of a sufficiently long text are arranged by decreas-
ing the frequency of their use, then the frequency of using a 
particular word in such a list will be inversely proportional 
to its serial number. For example, the second most applicable 
word is found about two times less than the first, the third 
is recovered three times less, and so on. Zipf’s pattern is 
confirmed for all languages, scientific and literary texts, 
Internet resources, etc. [6].

It should be clarified that this pattern was discovered 
in 1908 in the process of developing a rational shorthand 
system. There should be a correlation between the frequency 
of use of the word and the corresponding shorthand sign. 
This sign should be the simpler the more common the word 
it represents. From the point of view of the modern theory of 
information, this was an attempt to solve the problem of op-
timal coding, taking into account the bandwidth of the tele-
communication data channel. Zipf’s pattern was repeatedly 
specified. In particular, in [7] the regularity was considered 
in the aspect of accounting for co-authorship.
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Bradford’s pattern characterizes the distribution of articles 
on a specific topic in an array of periodicals [3]. Its primary for-
mulation is as follows. If the journals are placed in a descending 
order of the number of articles on the selected topic and the re-
sulting list is divided into three zones with the same number of 
articles on this topic, then the number of journals in each group 
will be proportional to 1:n:n2. Today, Bradford’s regularity is 
considered in terms of assessing the quantitative growth of 
literature [8], in identifying new approaches to determining the 
impact factors of journals [9], as well as in refining the parame-
ters of concentration and dispersion of literature [10]. In [11], it 
was shown that the pattern of concentration and dissemination 
of information should be considered as a social phenomenon 
and the possibility of using it to solve many practical problems. 
One of them is to determine the preferred volume of journals 
in the collection of library depositories [12]. The approaches to 
the study of the considered patterns in digital resources are de-
scribed in [13], where it is supposed to identify latent patterns 
on webpages, in particular on wikis.

The considered patterns are manifested in various fields 
of scientific communications (library science, linguistics, 
scientometrics, infometry, etc.). In the second half of the 20th 
century, it was noted that such patterns differed only in the 
areas of use, and the question should be raised about a single 
type of such patterns. The identification of this type was giv-
en considerable attention by a number of scientists [10–14]. 
A variety of works testifies, on the one hand, to the exis-
tence of a phenomenon of self-organization of scientific and 
communication phenomena and processes, and on the other 
hand, to the absence of their generally accepted mathematical 
model. Thus, in [14], to describe these processes, the concept 
of invariants and multiple relations of parts of documentary 
information flows was introduced, in [6] – “optimal coding”, 
and in [15] – “the principle of asymmetry”. However, the 
aforementioned fuzzy concepts and terms did not explain the 
emergence of patterns of self-organization of communications 
and did not contribute to the development of a methodology 
for their study. A general approach to the study of these laws 
was proposed in [16] as the methodology of applied informat-
ics, which is based on ‘power distributions described by the 
laws of Lotka, Zipf or Bradford’.

Particularly, it should be noted that in work [17] the 
models of self-similarity and fractality of the information 
space were analysed. The use of the synergetic concept of 
self-organization of this space seems to be the most promis-
ing direction for conducting analytical studies of scientific 
and communication processes and phenomena.

The number of published materials on the problems of the 
considered statistical laws reaches several dozens of thou-
sands. For example, Google Scholar gives links to more than 
640,000 papers to the request ‘Law Bradford’, and 40,000 
and 30,000 papers to the requests “Law Zipf” and “Law 
Lotka”, respectively. Therefore, we can state the existence of 
a sufficient source base for the study of the mentioned pat-
terns. Each subsequent publication clarified the description 
of the laws that bear the names of their discoverers.

In [18], empirical tests of the laws of A. Lotka for com-
puter science and library science were carried out. The 
authors present this regularity by a discrete probability dis-
tribution function, which describes the publication activity 
of the authors in this field as follows:

( ) ,f
C

x
x α= 					      (1)

where f(x) is the number of authors with x publications, 
and α and C are the parameters that are determined from 
empirical data.

In [1], the productivity of scientists in the field of physi-
cal sciences was studied, where the value of α turned out to 
be close to 2. In article [18], which appeared 90 years after 
publication [1], the indicator α (for computer science and li-
brary science), determined using the method of least squares 
is equal to 2.3758. The authors state the need for similar 
studies in other sciences. It seems more appropriate to find 
a single analytical dependence of the distribution of authors 
on publication activity for all areas of knowledge.

The most significant development of Zipf’s idea was 
carried out in [6], where its expression was rethought and 
corrected using the methods of information theory and 
probability theory to study the distribution of word fre-
quencies. Words were considered as space-separated letter 
sequences that demonstrated a specific order of comparison 
of the written language and codes using an analogue or dig-
ital expression format. In [6], it is stated that all symbols 
have a certain meaning and can provide a priority oppor-
tunity for the dictionary to determine the minimum total 
average value, while the amount of information remains 
unchanged. One of the patterns in the interpretation of [6] 
has the following form:

( ) ,f p
A
pα=  1, 2, ..., ,p n= 			    (2)

where f(p)  is the function of the relative frequency of oc-
currence of components (different words) in a list arranged 
by the frequency of their use), p is the relative frequency of 
occurrence of the word, and A and α are constants.

The initial formulation of Bradford’s law suggested the 
division of the totality of journals, sorted by the number of 
articles on a particular topic, into three zones. In [14], this 
distribution is called the pattern of concentration and dis-
persion of information. Subsequently, the authors of [19–21] 
proved that the collection of journals could be divided into 
a larger number of zones with a power-law distribution of 
the number of articles in them. A significant contribution to 
the development of the Bradford concept was made in [22], 
where the possibility of applying this concept to the distri-
bution of various components is substantiated: articles – 
journals, authors – articles, publications – queries, or lexical 
units – texts. The presented Fig. 1 shows the distribution 
of the number of Ukrainian scientists by the values of their 
Hirsch indices in the Scopus system (the values of this 
index were taken into account in the range from 1 to 20). 
Fig. 1 was generated by the analytical information system 
“Bibliometrics of Ukrainian Science” [23], created with the 
participation of the authors of the present article.

In the review of the family of statistical distributions, a 
wide range of phenomena in the information sciences and 
the main forms that take these patterns are considered. 
Moreover, it is repeatedly suggested that, despite the differ-
ences in their appearance, these distributions are variants 
of the same distribution. The fact that a single distribution 
should describe a wide range of phenomena, often outside the 
information sphere, is surprising. In [24], it is said that this 
phenomenon should be sought for an explanation based not 
on the models of a specific subject area but on the properties 
of a single statistical distribution. In [25], it is noted that it is 
necessary to determine the set of properties that subject do-
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mains should possess in order to identify a single statistical 
distribution, which in this case can be called the law.

Further development of these conceptual provisions 
can be considered as the publications of the authors of this 
article, where the phenomenon of large-scale invariance of 
information phenomena and processes in the system of scien-
tific communications is taken as such a property [26, 27]. In 
these publications, the first attempt was made to justify the 
necessity and sufficiency of this property to describe a single 
analytical dependence of all the considered distributions in 
the system of scientific communications.

The methodological basis of the study is synergetics, 
which is an interdisciplinary direction whose task is to study 
phenomena and processes of various natures based on the 
principles of self-organization. The foundations of synerget-
ics were laid in [28].

The history of synergetics is associated with the names 
of many prominent scientists of the twentieth century, who 
laid the foundations of nonlinear dynamics and a qualitative 
theory of differential equations. Probability theory methods 
of statistical physics should also be considered as sources 
of synergetics, namely, methods of averaging and obtaining 
finite equations for macrocharacteristics in systems with a 
large number of particles. Nonlinear statistical methods and 
computer simulation have become the basis of mathematical 
methods of synergetics.

In the 1960s and 1970s, the creation of new generations 
of powerful computers facilitated the development of fractal 
geometry and the geometry of self-similar objects.

The boundaries of applying synergetics is a subject of dis-
cussion, including philosophical, but only the practice of its 
use can reliably establish these boundaries. At the same time, 
it seems that in the coming years synergetics will become not 
only the basis for solving a wide range of interdisciplinary 
problems but also a supplier of new high humanitarian and 
intellectual technologies of the future [29].

The prerequisites for self-organization are the openness 
of the system and the entry of energy, matter or information 
into it from the external environment (according to classi-
cal thermodynamics, the entropy of a closed environment 
increases irreversibly and its ‘thermal death’ occurs). From 
these assumptions it follows that the synergetic concept of 
the system of scientific communications involves the receipt 
of new information into it and the readiness for the transfor-
mation processes caused by this information.

However, the mechanism of occurrence of such trans-
formation processes in the above works has not been deter-

mined. It seems that the reason for this is the study of statis-
tical laws separately for each subject area. All this enables us 
to argue that it is advisable to determine a single mechanism 
for the emergence of a family of laws and a mathematical ap-
paratus for representing it in the form of a single law.

3. The aim and objectives of the study

The aim of the study is to develop a single concept for 
developing statistical patterns of information processes and 
phenomena in the environment of scientific communications.

To achieve the aim, the following objectives were set and 
done:

– to substantiate the fundamental concept of building a 
unified mathematical model of scientific and communication 
phenomena and processes;

– to determine the mathematical apparatus for generaliz-
ing the family of empirical laws of scientific communications 
and their presentation in the form of one law.

4. A synergetic concept of the emergence of patterns of 
information phenomena and processes in the environment 

of scientific communications

The idea underlying the study is as follows. The statistical 
laws of Bradford, Lotka, and Zipf are a manifestation of objec-
tively existing but theoretically unsubstantiated quantitative 
relations between subjects and objects of scientific commu-
nications. The latter are scientists, publications, terms, etc. 
As one example of the manifestation of such a latent attitude, 
we present the obtained distribution of Ukrainian scientists, 
cited by the Scopus system, by city [23]. The distribution is 
shown in Fig. 2, which was generated by the already men-
tioned system “Bibliometrics of Ukrainian Science”.

Further development of the theoretical base of scientific 
communications requires the use of a mathematical appara-
tus to accurately describe the family of the mentioned sta-
tistical laws. In determining this apparatus, we will proceed 
from the fact that the considered laws are characterized by 
large-scale invariance (self-similarity) of information pro-
cesses and phenomena, that is, the ability to preserve the 
form of equations with arbitrary changes in scales (temporal, 
spatial, etc.). Initially, the concept of scale invariance was 
developed within the framework of physical theories and 
implied the property of invariance of equations describing 
a theory or process when all distances and time intervals 
changed by the same number of times. Such changes form a 

Fig. 1. The distribution of Ukrainian scientists by the Hirsch 
index in the Scopus system: across – the values of Hirsch 
indices from 1 to 20; down – the number of scientists with 

the corresponding index

Fig. 2. The distribution of Ukrainian scientists whose 
publications are cited in the Scopus system by city: across – 

the number of scientists; down – cities
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group of scale transformations (also called similarity trans-
formations), determined by the following law of change in 
the coordinates of space and time:

,x x→ ρ  ,y y→ ρ  ,z z→ ρ  ,t t→ ρ  		  (3)

where ρ>0 is the numerical parameter of the transformation, 
which for ρ>1 corresponds to the uniform tension, and for 
ρ<1, to the uniform compression of space-time by r times [30].

Of great importance is the geometric aspect of scale 
invariance – fractal geometry. As applied to the field of 
scientific communications, issues of scale invariance are 
described in [31], where it was stated that the self-similar-
ity of information flows and processes manifests itself in 
any quantitative changes. Zipf’s regularity is observed for 
both thin and thick books; Bradford’s regularity holds for 
an arbitrary set of analysed periodicals. The distribution of 
scientists by publication activity (the Lotka regularity) does 
not depend on the size of their sample of fields of activity and 
geographical place of work.

A mathematical description of scale invariant laws re-
quires the use of stable distribution laws of probability 
theory. In the mathematical sense, the stability of the dis-
tribution law is the property of preserving its type for any 
sum of random variables having this distribution [32]. The 
mathematical abstraction of a “random variable” in scientific 
communications takes on a clear specificity. For Bradford’s 
regularity, the random variable is the number of articles on 
a specific topic in the journal; for Lotka’s regularity, it is the 
number of publications of a particular scientist; and for Zipf’s 
regularity, it is the frequency of using the word in a rather 
long text. From this interpretation of random variables it 
follows that the laws of Bradford, Lotka and Zipf, which ap-
proximately describe information phenomena and processes 
in various fields of scientific communications, should be 
considered as a manifestation of a stable probability distri-
bution law.

5. A generalization of the family of empirical laws of 
scientific communications in the form of a single law

The distribution function F(x) is called stable if for any 
real numbers a1>0, a2>0, and b1, b2 there are a>0 and b such 
that the equality holds:

( ) ( ) ( )1 1 2 2  *   ,  F a x b F a x b F ax b+ + = +  		  (4)

where * is the convolution operation [32].
The study of stable distribution laws is carried out using 

their characteristic functions, which represent one of the 
ways to set the distribution. The characteristic function of a 
stable distribution is described by the equation:

( ) ( )exp 1 , ,
t

t idt c t i t
t

α   ϕ = + + β ω α  
   

		  (5)

where 0<α≤2, –1≤β≤1, and c≥0, d represent any real num-
ber, and

( )
tg , if 1,

2,
2

ln , if 1.
t

t

πα α ≠ω α = 
 α =π

The key parameter of stable distribution laws α is called 
the stability parameter or characteristic indicator.

The considered distributions in the field of scientific com-
munications are investigated using methods of mathematical 
statistics and computer technology. We present two computa-
tional experiments to identify the above key parameter.

One of the approaches to determining its quantitative 
value for the considered patterns is given in [33] by the ex-
ample of analysing the Zipf pattern. The authors of this work 
conducted a computational experiment in order to identify 
the probability of the appearance of certain lexical units 
in the text. It is established that this probability is equal 
to some basis in the degree k, where k is an integer, its own 
for each dictionary unit. The best approximation of the dis-
tribution of text components (vocabulary and letter units) 
depending on their rank k is achieved with a base equal to 
the golden division constant – 0.618.... The values of the 
probabilities, which are equal to this constant in the degree 
k, form the basis in which the probabilities of the remaining 
vocabulary units are determined.

A similar result was obtained in [14], where the results of 
analysing documentary information flows are presented and 
the principle of multiple relations is formulated, the essence 
of which is the constancy of relations between parts of the 
information space.

It is known from the probability theory that stable distri-
bution laws in the general case are not described by elemen-
tary functions. Exceptions are the normal distribution law 
(its characteristic indicator is 2), the Cauchy distribution 
(characteristic indicator is 1), and the distribution with the 
characteristic indicator is equal to 0.5 [32]. Therefore, nu-
merous attempts to obtain an accurate model of the studied 
statistical laws based on power or hyperbolic functions could 
not be successful.

Thus, the proposed synergistic concept of the emergence 
of statistical laws of large-scale invariant information flows 
and processes in the environment of scientific communica-
tions made it possible to generalize these laws as a manifes-
tation of a stable distribution law.

6. Discussion of the results of researching self-
organization of scientific communications 

The result of the study was achieved thanks to a meth-
odologically sound approach to the study of scientific com-
munications – synergetics, which studies the problems of 
self-organization of models and structures in open systems 
that are far from thermodynamic equilibrium. This approach 
provided a representation of objectively existing but theo-
retically unsubstantiated relationships between subjects and 
objects of scientific communications in the form of a stable 
law of probability distribution.

The prerequisites for self-organization in scientific com-
munications are large-scale invariance of the phenomena 
and processes existing in them, that is, the absence of a dis-
tinguished characteristic and spatial scale. Self-organization 
processes develop due to openness, the influx of information 
from the outside, and the non-linearity of internal processes. 
Self-organization of scientific communications is a local 
manifestation of a more general law that applies to a wide 
range of phenomena of a natural scientific and social nature.

The existing alternative solutions were initially approxi-
mating in nature and were aimed at finding a solution in one 
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of the areas of scientific communications (scientometrics, 
linguistics, and library science). The lack of an integrative 
principle prevented us from obtaining a positive result. An 
advantage of the proposed approach is its focus on identi-
fying a single mechanism for the emergence of self-organi-
zation of scientific communications and the mathematical 
apparatus for its presentation. Thus, a theoretical basis is 
suggested for the transition from approximation to analyti-
cal methods for the study of the self-organization of scientific 
communications based on the stable laws of the distribution 
of random variables.

A probabilistic theoretical model of scale invariant phe-
nomena and processes in the general case cannot be represent-
ed by elementary functions. Numerous attempts to use fuzzy 
concepts and terms “extremely hyperbolic functions”, “co-
enoses”, and “principle of asymmetry” instead of the concept 
of scale invariance of the processes did not lead to success. 
Apparently, this is due to the large number of publications on 
the laws of Bradford, Lotka, and Zipf, which are descriptive.

The manifestation of large-scale invariance in scientific 
communications is not a unique phenomenon. Invariance is 
present in biology (distribution of the biodiversity of organ-
isms in a certain territory), geography (distribution of set-
tlements by the number of inhabitants), economics (distribu-
tion of material wealth in society), architecture (geometric 
proportions of structures), etc. Large-scale invariance is 
considered one of the symmetries that form the Universe and 
affect its development. Therefore, the self-organization of 
scientific communications is a local manifestation of a more 
general law that applies to a wide range of phenomena of a 
natural scientific and social nature.

It is advisable to direct the further development of this 
study to the search for the optimal approximation of the 
aforementioned stable probability distribution law. In the 
applied aspect, the practical use of a generalized mathemat-
ical model of the laws of scientific communications should 
be ensured by creating a specialized computer program or 
tabular forms of reflection of these laws.

7. Conclusion

1. As a fundamental concept for constructing a general-
ized mathematical model of scientific and communication 
phenomena and processes in various fields of scientific com-
munications, it is proposed to use large-scale invariance. In 
mathematics, the concept of scale invariance refers to the 
invariance of individual functions, in particular the proba-
bility distributions of random variables and processes, with 
respect to the similarity transformation. In scientific com-
munications, the mathematical abstraction ‘random variable’ 
is an attribute of the subjects and objects of these communi-
cations (scientists, publications, and terms).

2. The mathematical apparatus for generalizing the fam-
ily of empirical laws of scientific communications and their 
presentation in the form of one law are stable laws of distri-
bution of random variables. In general, stable laws are not 
described by elementary functions and require the use of 
characteristic functions to operate with them. Its analytical 
study requires researchers to have a high level of mathemat-
ical training, in particular, the ability to use the characteris-
tic functions of random variables.
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