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1. Introduction

Information that characterizes the person’s unique bio-
logical characteristics is most valuable when designing bio-
metric identification systems for solving problems of access 
control for users of software and hardware facilities, because 
it allows for direct identification of a person.

Previously, for objective reasons, many of the biometric 
parameters of a person that would unambiguously allow the 
determination of their image and were difficult to fake could 
not be used for registration. This is, firstly, because there was 
no information about the possibility of identifying a person 
by a certain biometric parameter, and, secondly, because 

there were no methods and means of recording and research-
ing relevant biometric data.

To date, a theoretical basis for the identification of a 
person using their biometric parameters has already been 
created. Moreover, methods and techniques for automation 
of recording and researching of the process of identifying a 
person that were previously absent have also been developed.

Currently, methods of automatic and automated biomet-
ric identification by voice, face, fingerprints, handwriting, 
palm vein pattern, iris, etc., which are based on artificial 
intelligence approaches, are widely used. Wherein one of 
the most popular and simple methods in terms of technical 
means of identification is face identification.

DEVELOPMENT 
OF TECHNIQUE 

FOR FACE 
DETECTION IN 

IMAGE BASED ON 
BINARIZATION, 

SCALING AND 
SEGMENTATION 

METHODS

E .  F e d o r o v 
Doctor	of	Technical	Sciences,	

Associate	Professor*
E-mail:	fedorovee75@ukr.net

T .  U t k i n a 
PhD,	Associate	Professor*

E-mail:	t.utkina@chdtu.edu.ua
O .  N e c h y p o r e n k o 
PhD,	Associate	Professor*

E-mail:	olne@ukr.net
Y .  K o r p a n 

PhD,	Associate	Professor*
E-mail:	populusdocti@gmail.com

*Department	of	Robotics	and	
Specialized	Computer	Systems

Cherkasy	State	Technological	University
Shevchenka	blvd.,	460,	

Cherkasy,	Ukraine,	18006

Пропонується методика виявлення обличчя на зображеннi, яка 
заснована на бiнаризацiї, масштабуваннi, сегментацiї зображен-
ня з подальшим вибором максимальної зв’язуючої компоненти, яка 
вiдповiдає образу обличчя.

Сучаснi методи бiнаризацiї, масштабування та таксономiчної 
сегментацiї зображень володiють одним або бiльше з таких недо-
лiкiв: мають високу обчислювальну складнiсть; вимагають визна-
чення значень параметрiв. Методи таксономiчної сегментацiї 
зображень можуть володiти додатковими недолiками: не дозволя-
ють видiляти шум i випадковi викиди; кластери не можуть мати 
рiзну форму та розмiр, i їх кiлькiсть фiксована.

У зв’язку з цим, для пiдвищення ефективностi методики вияв-
лення обличчя на зображеннi необхiдне вдосконалення методiв 
бiнаризацiї, масштабування та таксономiчної сегментацiї.

Запропоновано метод бiнаризацiї, особливiстю якого є викори-
стання фону зображення. Це дозволяє спростити процес масш-
табування та сегментацiї (оскiльки всi пiкселi фону представленi 
одним кольором), неоднорiдну яскравiсть обличчя, i не використо-
вувати налаштування порогу й додатковi параметри.

Запропоновано метод масштабування бiнарного зображення, 
особливiстю якого є використання середньоарифметичного фiль-
тра з порогової обробкою та швидкого вейвлет-перетворення. Це 
дозволяє прискорити процес сегментацiї зображення приблизно 
в Р2 раз, де Р – параметр масштабування, i не використовувати 
трудомiстку процедуру визначення додаткових параметрiв.

Запропоновано метод сегментацiї бiнарного масштабованого 
зображення, особливiстю якого є використання щiльнiсної клас-
теризацiї. Це дозволяє вiдокремлювати дiлянки обличчя неоднорiд-
ної яскравостi вiд фону зображення, шуму та випадкових викидiв. 
Також це дозволяє кластерам мати рiзну форму i розмiр, не вима-
гати завдання кiлькостi кластерiв й додаткових параметрiв.

Для визначення параметра масштабування в роботi були про-
веденi численнi дослiдження, якi встановили, що залежнiсть часу 
сегментацiї вiд параметра масштабування близька до експонен-
цiйної. Також було встановлено, що при малих Р, якiсть виявлення 
обличчя погiршується незначно.

Запропонована методика виявлення особи на зображеннi на 
основi бiнаризацiї, масштабування та сегментацiї може вико-
ристовуватися в iнтелектуальних комп’ютерних системах бiоме-
тричної iдентифiкацiї особистостi по зображенню обличчя

Ключовi слова: виявлення обличчя, зображення, бiнаризацiя, 
масштабування, сегментацiя, щiльнiсна кластеризацiя
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Existing face recognition systems for biometric identifi-
cation of a person include the following steps:

– face detection;
– face alignment;
– facial features extraction;
– face classification.
The most important, in terms of obtaining a high-quality 

final result, is the face detection stage. It is this stage that is 
reviewed in this paper.

Existing face detection systems are based on techniques 
grounded on:

– knowledge;
– invariant features;
– template matching;
– appearances (they include FindFace – one of the best 

techniques today, which is based on a convolutional neural 
network).

The disadvantage of techniques based on knowledge is the 
limited formalized empirical knowledge of the human face.

The disadvantages of techniques based on invariant fea-
tures are high sensitivity to changes in lighting, noise.

The disadvantages of techniques based on template 
matching are high sensitivity to changes in the scale, orien-
tation and shape of the face, changes in lighting, noise, high 
computational complexity, high power of the training set.

The disadvantages of techniques based on the appear-
ance are high computational complexity, high power of the 
training set.

Thus, the problem of insufficient effectiveness of face 
detection in the image is currently relevant.

2. Literature review and problem statement

Face determination in the image plays an important role 
in automatic [1] and automated [2] biometric identification, 
for which methods of binarization, scaling and segmentation 
of the image can be used.

In [3], the results of studies related to image binarization 
are presented. It shows that image binarization is usually 
based on an automatically selected single-level:

– global threshold (for example, the Otsu’s method) [4];
– local threshold (for example, Bunsen’s, Akvel’s, Ni-

black’s, Sauvola’s, Christian’s methods) [5].
However, issues related to improving the efficiency of 

threshold processing remained unresolved. The reason for 
this may be:

– insufficient accuracy of the binarization;
– the complexity of the procedure for determining the 

threshold value;
– the complexity of the procedure for determining addi-

tional parameters.
An option to overcome the corresponding difficulties 

may be to use a priori information about the binarizable 
image. This approach was used in [6], but it is applicable 
only to mammograms. All this suggests that it is advisable 
to conduct a study on the creation of an image binarization 
method.

The work [7] presents the results of studies related to im-
age segmentation. According to it, the following approaches 
are usually used for image segmentation:

– regions boundaries determination (pixels with a large 
intensity gradient, as well as pixels differing in color, are 
selected as the regions boundaries) [8];

– regions identification (regional growth, division and 
merging of regions, watershed) [9];

– histogram [10];
– based on partial differential equations [11];
– variation [12];
– graph [13];
– based on the Markov random field [14].
However, the issues related to improving the efficiency 

of the detected areas remained unresolved. The reason for 
this can be:

– insufficient accuracy of the performed segmentation;
– high computational complexity of segmentation;
– the complexity of the procedure for determining addi-

tional parameters.
An option to overcome the corresponding difficulties 

may be to use a taxonomic approach.
Traditional methods of the taxonomic approach are:
1) methods based on partitioning (partition-based, 

partitioning-based) or center (center-based) (for example, 
k-means [15], PAM (k-medoids) [16], FCM [17], ISODA-
TA [18]);

2) methods of model mixture or distribution-based or 
model-based (for example, EM [19]);

3) density-based methods (for example, DBSCAN [20], 
OPTICS [21] methods);

4) hierarchical methods:
– agglomerative or bottom up (for example, centroid 

communication, Ward, single communication, full commu-
nication, group average methods) [22];

– divisive or descending (top down) (for example, the 
DIANA [23], DISMEA [24] methods).

Taxonomic approaches can also be based on metaheuris-
tics [25] and artificial neural networks [26].

However, these methods have one or more of the follow-
ing disadvantages:

– possess high computational complexity;
– don’t allow separating noise and outliers;
– clusters can’t have different shapes and sizes;
– require setting the number of clusters;
– require the determination of parameter values.
All this suggests that it is advisable to conduct a study on 

the creation of an image segmentation method.
The work [27] presents the results of studies related 

to image scaling, which allows for image size reduction. It 
has been shown that the nearest neighbor method is often 
used to scale images [28]. However, the issues related to 
improving compression efficiency remained unresolved. 
The reason for this may be the low quality of restored 
images.

An option to overcome the corresponding difficulties 
may be to use an approach based on the following methods:

– filtering (bilinear, bicubic, Lanczos filters, etc.) [29];
– supersampling (oversampling, mipmap) [30];
– spectral transformations [31].
Still, these methods have one or more of the following 

disadvantages:
– high computational complexity of scaling;
– requirement to determine the additional parameters 

values.
All this suggests that it is advisable to conduct a study on 

the creation of an image scaling method.
Thus, to improve the efficiency of the technique for face 

detection in the image, it is necessary to improve the bina-
rization, scaling and segmentation methods.
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3. The aim and objectives of the study

The aim of this work is the development of a face de-
tection technique based on digital signal processing and 
clustering methods. This makes it possible to improve the 
quality of face detection in the image.

To achieve the aim, the following objectives were set:
– develop an image binarization method based on image 

background;
– develop a binary image scaling method;
– develop a binary scaled image segmentation method 

based on density clustering.

4. Image binarization based on image background

The proposed image binarization based on image back-
ground includes the following steps:

1. Set the 8-bit image ( )1 2, ,s n n  1 11, ,n N∈  2 21, .n N∈  Set 
the 8-bit background image ( )1 2, ,s n n  1 31, ,n N∈  2 41, .n N∈

2. Form the alphabet of background symbols (8-bit pixel 
values)

( ){ }
3 4

1 2

1 2
1 1

, .
N N

n n

A s n n
= =

= 

 

3. Perform the image binarization in the form of

( ) ( )
( )

1 2
1 2

1 2

1, , ,
,

0, , ,

s n n A
b n n

s n n A

 ∈=  ∉

1 11, ,n N∈  
2 21, .n N∈

As a result, the binary image is formed.
The stages, input and output data of the image binariza-

tion method are presented in Fig. 1.

The advantage of the proposed method of image bina-
rization is that, unlike other methods of binarization, it 
allows simplifying the processes of scaling and segmentation 
(since all background pixels are represented in one color) 
and does not require a threshold setting.

5. Binary image scaling

The paper proposes two versions of the method for binary 
image scaling (based on filtering and based on two-dimen-
sional fast wavelet transform). Determining the best version 
of the method is performed on the results of numerical study 
on a specific benchmark.

5. 1. Binary image scaling based on arithmetic mean 
filter and threshold processing

The proposed binary image scaling based on an arith-
metic mean filter and threshold processing includes the 
following steps:

1) set the binary image ( )1 2, ,b n n  1 11, ,n N∈  2 21, .n N∈  
Set the scaling parameter P  that defines the length of a 
square window as 2P. Set the threshold value T;

2) set the row number of the binary scaled image n1=1;
3) set the column number of the binary scaled image n2=1;
4) calculate the average pixel value in a window of size 

2P×2P:

( ) ( )
1 2

1 2 1 2
,

1
, , ,

2 2P P
l l

n n b l lµ = ∑

( ) ( )1 1 11 2 1, 1 2 2 ,P P Pl n n∈ − + − +

( ) ( )2 2 21 2 1, 1 2 2 ;P P Pl n n∈ − + − +

5) perform the conversion of a binary image in the form of

( ) ( )
( )

1 2
1 2

1 2

1, , ,
,

0, , ;

n n T
b n n

n n T

 µ >=  µ ≤



6) if it is not the end of the current row of the binary 
scaled image, i. e. n2<N2/2P, then increase the column 
number of the current row of the binary scaled image, i. e. 
n2=n2+1, go to step 4;

7) if it is not the last row of the binary scaled image, i. e. 
n1<N1/2P, then increase the row number of the binary scaled 
image, i. e. n1=n1+1, go to step 3.

As a result, the binary scaled image is formed.
The stages, input and output data of the binary image 

scaling method are presented in Fig. 2.

5. 2. Binary image scaling based on two-dimensional 
fast wavelet transform

The proposed binary image scaling based on two-dimen-
sional fast wavelet transform (FWT) includes the following 
steps:

1) set the binary image ( )1 2, ,b n n  1 11, ,n N∈  2 21, .n N∈  Set 
the scaling parameter P that determines the number of de-
composition levels. Set the number of decomposition level i=1;

2) for each row x, 1
10, / 2 1,ix N −∈ −  at the current ith lev-

el of decomposition, this row is convolved with the transition 
functions FIR-HPF and FIR-LPF ( ),g k  ( )h k  respectively

( ) ( ) ( )
1

2 /2 1

1
0

, 2 , 2 ,
iN

i i
k

d x m c x k g k m
− −

−
=

= +∑

20, / 2 1,im N∈ −

image 
image background 

1. Form the alphabet of background symbols

2. Binarize the image

binary image 

Fig.	1.	Structure	of	the	image	binarization	method

binary image 
scaling parameter , threshold value 

1. Calculate the average value of each pixel

2. Convert binary image

binary scaled image

Fig.	2.		Structure	of	the	binary	image	scaling	method	based	
on	arithmetic	mean	filter	and	threshold	processing
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( ) ( ) ( )
1

2 /2 1

1
0

, 2 , 2 ,
iN

i i
k

c x m c x k h k m
− −

−
=

= +∑

20, / 2 1,im N∈ −

where

( ) ( )0 1, 1 , ;c x y b x y− − =

3) for each column y, 20, / 2 1,iy N∈ −  at the current ith 
level of decomposition, this column is convolved with the 
transition functions FIR-HPF and FIR-LPF ( ),g k  ( )h k  
respectively

( ) ( ) ( ) ( )
1

1 /2 1

0

, 2 , 2 ,
iN

d
i i

k

d m y d k y g k m
− −

=

= +∑ 

10, / 2 1,im N∈ −

( ) ( ) ( ) ( )
1

1 /2 1

0

, 2 , 2 ,
iN

v
i i

k

d m y d k y h k m
− −

=

= +∑ 

10, / 2 1,im N∈ −

( ) ( ) ( ) ( )
1

1 /2 1

0

, 2 , 2 ,
iN

h
i i

k

d m y c k y g k m
− −

=

= +∑ 

10, / 2 1,im N∈ −

( ) ( ) ( )
1

1 /2 1

0

, 2 , 2 ,
iN

i i
k

c m y c k y h k m
− −

=

= +∑ 

10, / 2 1.im N∈ −

4) if i<P, then i=i+1, go to step 1;
5) convert the values of the approximating coefficients to 

the range of values {0, 1}

( )min ,
min , ,Px y

c c x y=  10, / 2 1,Px N∈ −  20, / 2 1,Py N∈ −

( )max ,
max , ,Px y

c c x y=  10, / 2 1,Px N∈ −  20, / 2 1,Py N∈ −

( ) ( ) min

max min

,
1, 1 ,Pc x y c

b x y round
c c

 −
+ + =  − 



10, / 2 1,Px N∈ −  20, / 2 1,Py N∈ −

where ( )round x  is the rounded x.
As a result, the binary scaled image is formed.
The stages, input and output data of the binary image 

scaling method are presented in Fig. 3.

The advantage of the image scaling method (Fig. 2, 3) is 
that, unlike other scaling methods, it allows to speed up the 
process of image segmentation by about P2 times, where P is 
the scaling parameter.

6. Segmentation of a binary scaled image based on 
density clustering

The proposed segmentation of the binary scaled image 
includes the following steps:

1) set the binary scaled image ( )1 2, ,b n n


 1 11, ,n N∈


 

2 21, ,n N∈


 where 1 1 / 2 ,PN N=


 2 2 / 2 .PN N=


 Set the size of the 
pixel neighborhood D (in the case of Moore neighborhood 
D=9). Initialize the matrix of pixel markings ( )1 2, 0,g n n =  

1 11, ,n N∈


 2 21, .n N∈


 Initialize the current number of con-
nected components counter c=0;

2) set the image row number n1=1;
3) set the image column number n2=1
4) calculate the number of the current pixel 

( )1 2 21 ;i n N n= − +


5) if the ith pixel is already marked, i. e. ( )1 2, 0,g n n ≠  
then go to step 20;

6) determine the ith pixel neighborhood

( ){ }, 1 1 2 2| , 1 ,iU e b l n l nε = + + =


( )1 1 2 2 21 ,e l n N l n= + − + +


{ }1 1, 0,1 ,l ∈ −  { }2 1, 0,1 ;l ∈ −

7) if not all neighbors of the pixel fall into its neigh-
borhood, i. e. , ,iU Dε <  then mark the ith pixel as noise or 
outliers, i. e. ( )1 2, 1,g n n = −  go to step 20;

8) increase the counter of the current number of connect-
ed components c=c+1;

9) mark the ith pixel as the cth cluster, i. e. ( )1 2, ;g n n c=
10) create the set , ;iS U ε=
11) extract the first element from the set S , i. e. 1,v s=  

and remove it from the set  S, i. e. \ { };S S v=
12) calculate the coordinates of the vth pixel in the image

2 2mod ,m v N=


 ( )1 2 2/ ,m v m N = − 


where [] – taking the integer part of the number, 
mod – modular division;

13) if the vth pixel was marked as noise or outli-
ers, i. e. ( )1 2, 1,g m m = −  then mark it as the cth clus-
ter, i. e. ( )1 2, ;g m m c=

14) if the vth pixel is already marked, i. e. 
( )1 2, 0g m m ≠ , then go to step 19;

15) mark the vth pixel, i. e. ( )1 2, ;g m m c=
16) determine the vth pixel neighborhood

( ){ }, 1 1 2 2| , 1 ,vU e b l m l mε = + + =


( )1 1 2 2 21 ,e l m N l m= + − + +


{ } { }1 21, 0,1 , 1, 0,1 ;l l∈ − ∈ −

17) if not all neighbors of the vth pixel fall into 
its neighborhood, i. e. , ,vU Dε <  then go to step 19;

18) combine the set S  with the neighborhood of 
the vth pixel, i. e. , ;vS S U ε= 

binary image 
scaling parameter 

1. Calculate the FWT for each image row

2. Calculate the FWT for each image column

binary scaled image 

3. Decomposition level ?
+ 

–

Fig.	3.	Structure	of	the	binary	image	scaling	method	based	on	two-
dimensional	fast	wavelet	transform
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19) if the set S still contains pixels, i. e. 0,S >  then go 
to step 11;

20) if it is not the end of the current image row, i. e. 

2 2,n N<


 then increase the column number of the current 
image row, i. e. 2 2 1,n n= +  go to step 4;

21) if it is not the last image row, i. e. 1 1,n N<


 then in-
crease the image row number, i. e. 2 2 1,n n= +  go to step 3.

As a result, the matrix of pixel markings of a segmented 
binary scaled image is formed.

The stages, input and output data of the binary scaled 
image segmentation method are presented in Fig. 4.

The advantage of the image segmentation method is that 
it allows to separate noise or outliers from the face, does not 
require additional parameters. It also allows clusters to have 

different shapes and sizes, and does not require setting the 
number of clusters.

7. Determining the largest connected component of a 
binary scaled image that matches the face

The proposed determination of the largest connected 
component of the binary scaled image includes the following 
steps:

1) set the pixel markings matrix ( )1 2, ,g n n  1 11, ,n N∈


 

2 21, ,n N∈


 where 1 1 / 2 ,PN N=


 2 2 / 2 .PN N=


 Set the number 
of the connected components c. Initialize the vector of size 
counters of the connected components ( ) 0,z n =  1, ;n c∈

2) set the row number of the pixel markings matrix n1=1;
3) set the column number of the pixel markings matrix 

n2=1;
4) if the binary pixel belongs to the connected compo-

nent, i. e. ( )1 2, 0,g n n >  then increase the size counter of the 
connected components, i. e. ( )( ) ( )( )1 2 1 2, , 1;z g n n z g n n= +

5) if it is not the end of the current row of the pixel 
markings matrix, i. e. 2 2,n N<



 then increase the column 
number of the current row of the pixel markings matrix, i. e. 

2 2 1,n n= +  go to step 4;
6) if it is not the last row of the pixel markings matrix, 

i. e. 1 1,n N<


 then increase the row number of the pixel mark-
ings matrix, i. e. 1 1 1,n n= +  go to step 3;

7) determine the number of the largest connected com-
ponent

( )* arg max ,
n

c z n=  1, .n c∈

As a result, the number of the largest connected com-
ponent of the binary scaled image that matches the face is 
determined.

8. Determination of the matrix of pixels belonging to the 
face

1. Set the pixel markings matrix ( )1 2, ,g n n  1 11, ,n N∈


 

2 21, ,n N∈


 1 1 / 2 ,PN N=


 2 2 / 2 .PN N=


 Set the number of the 
largest connected component *.c  Set the scaling parameter P.

2. Set the row number of the pixel markings matrix n1=1.
3. Set the column number of the pixel markings ma-

trix n2=1.
4. Calculate the elements of the matrix of the pixels be-

longing to the face

( ) ( )
( )

*
1 2

1 2 *
1 2

1 , ,
,

0, , ,

g n n c
h l l

g n n c

 ==  ≠

( ) ( )1 1 11 2 1, 1 2 2 ,P P Pl n n∈ − + − +

( ) ( )2 2 21 2 1, 1 2 2 .P P Pl n n∈ − + − +

5. If it is not the end of the current row of the pixel 
markings matrix, i. e. 2 2,n N<



 then increase the column 
number of the current row of the pixel markings matrix, i. e. 

2 2 1,n n= +  go to step 4.
6. If it is not the last row of the pixel markings matrix, 

i. e. 1 1,n N<


 then increase the row number of the pixel mark-
ings matrix, i. e. 1 1 1,n n= +  go to step 3.

11. Is pixel v marked
as noise?

+ 

12. Mark pixel v as c

13. Is pixel v marked?

– 

+ 

14. Mark pixel v as c

– 

15. Define a neighborhood Uv

16. |Uv|<D?
+ 

17. S=SUv

– 

18. |S|=0?
+ 

– 

 

binary scaled image 
pixel neighborhood size D, connected component number c=0 

2. Take the next pixel i

pixel markings matrix 

– 

9. Identify the set S=Ui

10. Take the next pixel v from S

1. Are all pixels viewed?

3. Is pixel i marked?

4. Define a neighborhood Ui

5. |Ui|<D?

7. c=c+1 6. Mark pixel i as noise

– 
+ 

+ 

+ 
– 

8. Mark pixel i as c

Fig.	4.	Structure	of	the	binary	scaled	image	segmentation	
method
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As a result, the matrix of pixels belonging to the face is 
formed.

9.  Results of experimental studies of face detection in 
the image using the developed technique

In the work, the proposed technique for face detection in 
the image was investigated.

Fig. 5, a shows the original 8-bit image. Image size is 
1024×1024 pixels.

Fig. 5, b shows the resulting 8-bit image that does not use 
scaling (P=0).

According to the experiments for the images shown 
in Fig. 6, a–f, for scaling using an arithmetic mean filter 
with threshold processing, the value of the scaling parameter 
should be P=2 (at higher P, a significant change in the shape 
of the face begins, which can already be seen from Fig. 6, c).

According to the experiments that are presented 
in Fig. 7, a–f, to scale an image using fast wavelet transform 
by means of the Daubechies wavelet of length 8 (denoted by 
db4), the value of the scaling parameter should be 2P =  (at 
higher P, a significant change in the shape of the face and 
the appearance of unwanted artifacts like gray color begin, 
which can already be seen from Fig. 7, c).

For both methods, such a value of the scaling parame-
ter P, on the one hand, does not lead to significant changes 
in the shape of the face (this is typical for values 3–6), 
which impair visual perception, and, on the other hand, 
does not significantly slow down segmentation (this is 
typical for 1).

According to Fig. 6, 7, the fast wavelet transform trun-
cates the face, as well as requires the choice of the wavelet 
and its length, and has greater computational complexity, 
while the arithmetic mean filter with threshold processing 
does not require additional parameters.

The influence of the scaling parameter P  on the time 
of binary image segmentation is shown in Fig. 8. The ex-
periments were carried out on a computer with an Intel 
Pentium Quad-Core processor with a base frequency of 
2.58 GHz.

According to Fig. 8, the dependence of the segmenta-
tion time on the scaling parameter is close to exponential 
and shows that, since P=2, the segmentation time varies 
only slightly.

Table 1 presents error probabilities of the first and 
second kind upon face detection, obtained using the Sib-

Fig.	5.	8-bit	image:	a –	original,	b –	resulting	with	Р=0
a b

a b

c d

e f

Fig.	6.	Resulting	8-bit	image	in	the	case	of	scaling	using	an	
arithmetic	average	filter	with	threshold	processing:	а –	with	

scaling	Р=1;	b –	with	scaling	Р=2;	c	–	with	scaling	Р=3;	d –	with	
scaling	Р=4;	e –	with	scaling	Р=5;	f	–	with	scaling	Р=6

a b

c d

e f

Fig.	7.	Resulting	8-bit	image	in	case	of	scaling	using	fast	
wavelet	transform:а –	with	scaling	Р=1;	b –	with	scaling	Р=2;	

c	–	with	scaling	Р=3;	d –	with	scaling	Р=4;	e –	with	scaling	Р=5;	
f	–	with	scaling	Р=6
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lings base on the basis of traditional techniques and the 
proposed technique.

Table 1 shows that the best results are given by the 
proposed technique.

Table	1

Image	recognition	probability

Technique
Error probability 
of the first kind

Error probability 
of the second kind

Knowledge based 0.17 0.15

Based on invariant features 0.14 0.13

Based on template matching 0.12 0.10

Based on appearance 0.08 0.07

Proposed 0.02 0.02

10. Discussion of the results of the study of methods 
for face detection in the image

For the technique of face detection in the image, the 
proposed methods of binarization, scaling, and segmenta-
tion were investigated.

The solution to the problem of developing the image bi-
narization method was obtained by using the image back-
ground. This allows for separation of the face segments of 
non-uniform brightness from the image background later 
on during segmentation, as can be seen in Fig. 6, 7 for 
small values of the scaling parameter P. As can be seen 
from the structure of the method in Fig. 1, there are no 
complex procedures for determining the threshold value 
and additional parameters.

The solution to the problem of developing a binary 
image scaling method was obtained by using an arithme-
tic mean filter with threshold processing and fast wavelet 
transform. This allows to significantly accelerate segmen-
tation later on even at small values of the scaling parame-
ter P, which is seen in Fig. 8. As can be seen from the two 
variants of the method structure in Fig. 2, 3, there is no 
complex procedure for determining additional parameters.

The solution to the problem of developing a binary 
scaled image segmentation method was obtained by using 
density clustering. This allows to separate areas of the face 
of non-uniform brightness from the image background, 
noise and outliers, as can be seen in Fig. 6, 7 for small val-
ues of the scaling parameter P . As can be seen from the 

method structure in Fig. 4, the shape, size and number of 
clusters are determined based on the neighborhood, and 
there is no specification of additional parameters.

The advantage of the image binarization method is 
that it simplifies the process of scaling and segmentation 
(since all the pixels in the background are represented in 
the same color) and does not require a threshold setting.

The disadvantage of the image binarization method is 
that it can lead to noise or outliers.

The advantage of the image scaling method is that it 
allows to accelerate the process of image segmentation by 
about 2P , where P  is the scaling parameter.

The disadvantage of the image scaling method is that 
it can lead to noise or outliers.

The advantage of the image segmentation method is 
that it allows to separate noise or outliers from the face, 
does not require additional parameters. It also allows 
clusters to have different shapes and sizes, and does not 
require setting the number of clusters.

The disadvantage of the image segmentation method 
is that it has computational complexity 1 2( ),O N N

 

 where 

1 2N N×
 

 is the size of the scaled binary image.
The proposed methods are useful in face detection in 

the image, and they can be used in visual image recogni-
tion systems.

The proposed methods are a continuation of a previ-
ously conducted study on the analysis of mammograms, 
and in the future they are planned to be improved to fur-
ther reduce computational complexity through the use of 
parallel information processing technology.

According to Table 1, the proposed technique, due to 
improved binarization, scaling, and segmentation, im-
proves the quality of the solution to the problem of insuf-
ficient efficiency of face detection in the image.

This technique’s limitation may be blurring the border 
of the face and background in the image (there are no pix-
els that are unique to the face among the boundary pixels 
of the face) and the image size, which is significantly larg-
er than 1,024×1,024.

11. Conclusions

1. A binarization method is proposed, the distinction 
of which is the use of the image background. This allows 
to simplify the process of scaling and segmentation (since 
all the pixels in the background are represented in the 
same color), non-uniform brightness of the face, and not 
to use the threshold setting and additional parameters.

2. A binary image scaling method is proposed, the 
distinction of which is the use of an arithmetic mean filter 
with threshold processing and fast wavelet transform. 
This allows to speed up the process of image segmentation 
by about P2 times, where  P is the scaling parameter, and 
not to use the time-consuming procedure for determining 
additional parameters.

3. A binary scaled image segmentation method is 
proposed, the distinction of which is the use of densi-
ty clustering. This allows to separate areas of the face 
of non-uniform brightness from the image background, 
noise and outliers. It also allows clusters to have different 
shapes and sizes, to not require setting the number of clus-
ters and additional parameters.
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Fig.	8.	Dependence	of	image	segmentation	time	on	the	
scaling	parameter
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