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1. Introduction

The synthesis of regulators is one of the main problems 
solved in the theory of automatic control. In a broad sense, 
this task is to determine the composition and structure of the 
automatic control system, as well as the parameters of all its 
components, based on some set of technical requirements [1].

In the synthesis of automated electromechanical sys-
tems, in most cases, methods are used that do not take full 
advantage of modern computer technology and are based on 
the concept of a standard characteristic polynomial [2]. The 
developer should select the desired characteristic polyno-
mial from a pre-known list, based on some technical recom-
mendations, nomograms and instructions.

The widespread occurrence and introduction of comput-
er and microcontroller technology into industrial production 

and minimizing the impact of human factors are some of 
the most significant trends in the development of modern 
manufacturing processes. Against this background, the pro-
grammatic assignment of the desired dynamic properties of a 
technical object is relevant, in which all computational work 
is performed by modern computing equipment without the 
use of standard characteristic polynomials [3].

The process of defining the desired dynamic properties 
of a technical object should be carried out programmati-
cally. So that most computational work can be performed 
using the program code that, without using the theory of 
standard characteristic polynomials, takes into account the 
basic dynamic features of a real control object and gives it 
the desired dynamic properties. The user’s work with this 
approach is minimized – he only sets the desired transition 
function graphically or in the form of a set of points or values 
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Дослiдження базується на використаннi методу дис-
кретного часового еквалайзера для здiйснення синтезу та 
практичної реалiзацiї системи автоматичного керування 
швидкiстю електроприводу постiйного струму. Для вико-
нання експериментальних дослiджень створено лаборатор-
но-дослiдний стенд.

Синтез систем автоматичного керування методом дис-
кретного часового еквалайзера вiдрiзняється вiд традицiй-
ного пiдпорядкованого регулювання координат або мето-
да узагальненого характеристичного полiнома повною 
вiдмовою вiд використання бажаних характеристичних 
полiномiв. Такий пiдхiд дозволяє отримати бажанi динамiч-
нi та статичнi властивостi системи виключно виходячи з 
бажаної перехiдної функцiї, яка повинна бути наближеною 
до природного характеру протiкання перехiдних процесiв 
(монотонного, аперiодичного або коливального).

Iнтегроване середовище проектування Code Composer 
Studio дозволило практично реалiзувати запропонованi 
дискретнi часовi еквалайзери, обернену модель об’єкта 
керування та блок модифiкацiї зворотного перетворен-
ня у виглядi спецiальних пiдпрограм для мiкроконтролера 
Texas Instruments TMS320F28335 – макросiв на мовi про-
грамування C/C++.

Побудоване у вiдповiдностi до розробленої функцiональ-
ної схеми взаємодiї макросiв основне тiло керуючої програ-
ми надало можливiсть для проведення експерименталь-
них дослiджень iз застосуванням як лише основного каналу 
керування з одним дискретним часовим еквалайзером, так 
i комбiнованого керування з двома дискретними часовими 
еквалайзерами (основним та компенсуючим). Оскiльки весь 
програмний код, використаний пiд час дослiджень, написано 
мовою програмування високого рiвня C/C++ з використан-
ням об’єктно-орiєнтованих пiдходiв, то вiн є апаратно неза-
лежним вiд типу мiкропроцесора i з легкiстю може бути 
перенесений на iншу апаратну базу
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at intervals. Fig. 1 shows an example of setting the desired 
transition function y(t).

The desired transition function (Fig. 1) is divided (quan-
tized) over the whole time segment into 8 parts, the duration 
of each of them is T0. At the times of quantization, the signal 
amplitude is fixed at the corresponding levels h0, h1, h2, … , h7, 
forming a lattice function h(kT0), where k is the step number. A 
discrete controller that provides tuning for such quantized de-
sired transient functions is called a discrete time equalizer [4].

2. Literature review and problem statement

The closest in technical features to control systems 
with discrete time equalizers are discontinuous control 
systems. As shown in [5], such control can be successfully 
applied to systems with significant nonlinearities and some 
parametric uncertainties. Discontinuous control systems 
are described by differential equations with discontinuities 
of functions in the right-hand sides, as a result of which the 
generating point characterizing the instantaneous values of 
the coordinates will move along parts of the phase trajecto-
ries, and with a certain ratio of parameters, this movement 
occurs in the sliding mode. Sliding can also be carried out 
within a certain surface, for example, in [6] using sliding 
surfaces increases the stability of nonlinear systems with 
uncertainties.

The basic element for the technical implementation of 
discontinuous control systems is a relay. Nowadays, relays 
are mostly programmatically implemented on relatively 
simple microcontrollers. For example, in [7], an Arduino 
Mega 2560 microcontroller is used to implement a program-
mable relay switch. Unlike discontinuous control systems, 
systems with a discrete time equalizer require complex 
mathematical calculations in real time and the capabilities 
of entry-level microcontrollers are not enough.

Controllers with a Digital Signal Processor (DSP) core 
have the processing power necessary for the software imple-
mentation of a discrete time equalizer. The theory and prac-
tice of industrial operation of DSP controllers are nowadays 
well studied and documented [8], educational institutions 
use DSP controllers in laboratory work on digital signal 
processing in real time [9].

A characteristic feature of DSP controllers is the ability 
to read two operands from memory and transfer them to 
the central processing unit (CPU) in one clock cycle. To 
do this, they have two independent bus systems called the 
“program bus” and the “data bus”. This approach improves 
the performance of the microcontroller control system in 
real time and is called “Harvard architecture”. It is devices 

with Harvard architecture that are used to solve the most 
complex tasks of processing information in real time. So, in 
[10], a project of a microprocessor device based on Harvard 
architecture was presented, which implements a symmetric 
algorithm for block encryption of data (Advanced Encryp-
tion Standard – AES). Currently, AES is one of the most 
common encryption algorithms and support of its accel-
eration at the hardware level is present in most modern 
microprocessors for personal computers.

Since the synthesis of regulators by the discrete time 
equalizer method is a development of the authors of the 
paper, there are no known software implementations on 
modern microcontrollers. The discrete time equalizer imple-
ments transition functions with a finite settling time, which 
is clearly demonstrated in [4].

The well-known mathematical apparatus used for the 
software implementation of controllers with a finite set-
tling time (compensatory or aperiodic) [11] is not suitable 
for tuning to the desired transition function, defined 
graphically or as a set of points. Such controllers provide 
a finite settling time only when the model parameters ex-
actly match the parameters of the object and the presence 
of deviations can lead to oscillations in a closed system. 
Therefore, the use of aperiodic controllers is limited only 
to linear objects with a significant margin of stability. In 
[12], a method for constructing an inverse linear-quadratic 
controller for systems with variable delay was proposed. 
However, this method is not universal; it can be applied 
only in dynamical systems described by linear differential 
equations with a quality index in the form of a quadratic 
functional.

Therefore, the rejection of standard characteristic poly-
nomials in the synthesis of automated electromechanical 
systems requires their replacement with another mathemat-
ical apparatus, which would be the basis for creating regu-
lators with specified quality factors in static and dynamic 
modes of operation. As such a basis, the desired transition 
functions in a numerical (discrete) form can be considered. 
For the technical implementation of this approach, it is nec-
essary to create the appropriate hardware-software complex 
in the laboratory.

3. The aim and objectives of the study

The aim of this study is synthesizing an automatic speed 
control system of a drive motor based on a discrete time 
equalizer and its technical implementation on a laboratory 
research bench, which is intended for the study of direct 
current (DC) drives.

To achieve this aim, the following objectives were set:
– to create a laboratory research bench with a modern 

power semiconductor converter and a microcontroller suit-
able for software implementation of a discrete time equalizer;

– to analyze the general approaches to the control sys-
tems synthesis for direct current electric drives based on 
a discrete time equalizer with partial compensation of the 
control object dynamic properties;

– to determine the transfer functions and build block di-
agrams of the main elements of the automatic speed control 
system of the laboratory research bench drive motor: a dis-
crete time equalizer, an inverse model of the control object 
and an inverse transformation modification unit;

– to carry out experimental research.

Fig.	1.	Quantized	transition	function
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4. Creation of a laboratory research bench suitable for 
software implementation of a discrete time equalizer

A laboratory research bench created to carry out experi-
mental research consists of the following elements:

– drive motor;
– generator;
– electric power consumers creating a load;
– ammeter;
– electric transformer;
– rectifier;
– smoothing filter;
– rheostat;
– power converter with signal microcontroller;
– feedback sensor;
– external module for performing analog-to-digital con-

version;
– laptop with the necessary software.
The appearance of the laboratory research bench is 

shown in Fig. 2. The drive motor of the laboratory research 
bench is a KPA–561–U2 separately excited DC motor with 
a rated power of 90 W.

The KPA–561–U2 motor can operate in a direct-current 
network or from a rectifier, has a right rotation direction, but 
its short-term reversal is also possible. KPA–561–U2 motors 
are used to drive automatic welding machines, semi-auto-
matic machines and other mechanisms. The shaft of the 
KPA–561–U2 drive motor is mechanically connected to the 
shaft of the DPM 290/3.8/30 motor, operating in the genera-
tor mode. The DPM 290/3.8/30 permanent-magnet motor is 
designed to drive various mechanisms of short-term, repeat-
ed-short-term and continuous operation in industrial automa-
tion equipment, teleautomatics, and electronic engineering.

The excitation winding of the drive motor is powered by 
a single-phase bridge full-wave rectifier, the input of which 
receives voltage from the secondary transformer winding.

The anchor winding of the drive motor is connected 
to the power converter board from the Texas Instruments 
TMDSHVMTRPFCKIT (High Voltage Motor Control 
and PFC Development Kit) development kit.

The TMDSHVMTRPFCKIT development kit includes 
the following components:

– F28035 and F28335 control boards;
– Digital Motor Control (DMC) power converter board 

installed in a plastic case covered by protective plexiglass;
– USB–A – USB–B cable;
– Banana Plug cable;
– external power supply;
– disk with software.
Fig. 3 shows the DMC board with an installed F28335 

control board (BS1 and BS5 connectors are connected by 
Banana Plug cable when powering the DMC board from an 
external unit). The power section of the DMC consists of a 
DC link, a Power Factor Correction (PFC) module, and a 
three-phase inverter.

The TMDSHVMTRPFCKIT comes with two control 
boards: F28035 based on the TMS320F28035 “Piccolo” 
microcontroller and F28335 based on the TMS320F28335 
“Delfino” microcontroller (Fig. 4). TMS320F28035 and 
TMS320F28335 belong to the Texas Instruments C2000 
family of 32-bit signal controllers. Microcontrollers of the 
C2000 family are specialized devices, the architecture and 
built-in peripherals of which are maximally adapted for effi-
ciently solving the tasks of direct digital motor control and 
power energy converters control, as well as for performing 
complex industrial automation.

Based on the complexity of the algorithm of the DC 
motor speed control based on a discrete time equalizer, the 
F28335 board with the TMS320F28335 microcontroller is 
used in the laboratory research bench.

One of the pulse quadrature decoders (QEP) of the 
TMS320F28335 microcontroller is used in the laboratory 
research bench to connect a speed feedback sensor, which 
is the Hextron M40SA encoder mounted on the shaft of the 
KPA–561–U2 drive motor.

In order to read the information coming from the M40SA 
encoder during a certain time interval of the laboratory re-
search bench functioning, an external L–Card ADC/DAC 
E–440 module is used, which is connected to the USB port 
of the laptop and has the necessary LGraph2 software.

In the laboratory research bench, the necessary infor-
mation is outputted by DACs installed on the DMC board. 
In total, four DACs are installed on the power board, which 
operate on the basis of PWM DAC with filtering the result-
ing signal by RC filters. They allow real-time monitoring of 
any four user-defined variables of the control process in the 

program. Both the oscilloscope and the exter-
nal ADC module, which is the E–440 module 
can be connected to the PWM DAC outputs.

The E–440 module is connected to the USB 
port of the laptop by USB–A – USB–B cable. 
Using the same cable, a digital motor control 
board is connected to another port of the laptop 
(Fig. 3). This connection allows creating the 
software code for the F28335 control board and Fig.	2.	Laboratory	research	bench

Fig.	3.	DMC	board	with	F28335	control	board	installed

Fig.	4.	F28335	control	board
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loading it into the memory of the TMS320F28335 micro-
controller, as well as visualizing the control process variables 
with the ability to write them as text files.

The components of the laboratory research bench are 
presented on a generalized connection scheme (Fig. 5).

In Fig. 5, the following conventions are introduced:
– A1 – DMC board power supply;
– A2 – DMC board with F28335 control board installed;
– A3 –Hextron M40SA encoder;
– A4 –L–Card E–440 module;
– A5 – laptop with Windows 7 SP1 Ultimate 64–bit 

operating system;
– A6 – laptop power supply;
– VD1–VD4 – single-phase bridge full-wave rectifier on 

power diodes V10;
– TV1 – OSM1–0.4U3 transformer;
– RR1 – PEVR-25 rheostat, by moving the clamp in 

which an additional resistance is adjusted;
– CF – smoothing filter;
– M1 – KPA–561–U2 drive motor with LM1 excitation 

winding;
– M2 –DPM 290/3.8/30 generator;
– HL1–HL3 – incandescent lamps MN 6.3–0.3;
– RL – loading resistor PEV–25;
– S1 – toggle-switch;
– A – ammeter;
– XP1–XP3 – plugs;
– XS1–XS3 – plug sockets;
– J10 – DMC board connector for encoder connection;
– JP1 DC – DMC board connector for connecting an 

external power supply;

– AC IN – DMC board connector for alternating cur-
rent (AC);

– DAC – DAC outputs of the DMC board, which operate 
on a PWM basis;

– V–fb – three-phase inverter outputs (motor anchor 
circuit is connected to clamps U and V).

The design environment for programming the 
TMS320F28335 microcontroller is Code Composer Studio 
(CCS) version 4.1.0.02005. CCS uses a modern concept for 
software development of microcontroller systems, which 
provides a modular approach. Each program module with 
this approach can be written independently of other parts 
of the project.

To fully expose the capabilities of the TMDSHVM-
TRPFCKIT development kit in the CCS integrated design 
environment, Texas Instruments provides ControlSUITE 
software.

ControlSUITE for microcontrollers of the C2000 family 
is a comprehensive set of software infrastructure elements 
that greatly simplify software development. ControlSUITE 
includes all the necessary tools, from libraries of drivers and 
auxiliary software modules to complete typical examples of 
projects implemented using the TMDSHVMTRPFCKIT 
development kit or similar technical solutions from Texas 
Instruments.

5. General approaches to the synthesis of DC drive 
control systems based on a discrete time equalizer

Using the principle of block diagrams symmetry theoret-
ically allows building an inertia-free closed electromechani-
cal system and providing the transfer function of this system 
equal to one [13].

However, this approach does not make practical sense, 
since it requires energy sources of infinite power, the cre-
ation of which is impossible, based on the laws of physics. 
In practice, only partial compensation of the control object 
inertial properties makes sense. In this case, the modified 
principle of symmetry deserves special attention, which 
provides for incomplete compensation of the control object 
dynamic properties [14].

Then the control object will include a controllable con-
verter with a DC motor connected to it.

The block diagram of such control object is shown in Fig. 6. 
The input voltage Uinp is supplied to the input of the control 
object, the speed ω is the output coordinate. Also in Fig. 6, 
the following designations are introduced: Ia – armature cir-
cuit current, Is – static load current, Ecc – electromotive force 
(EMF) of the controlled converter, Em – motor EMF.

The controlled converter in this figure is presented as an 
aperiodic unit with the transfer function
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where kcc – gain factor of the controlled converter; Tμ– time 
constant of the controlled converter (smallest uncompensat-
ed time constant).

The transfer function of the electromagnetic part of the 
motor

( ) 1
,

1
a

е
a

R
W p

T p
=

+

where Ra – armature circuit resistance; Ta – electromagnetic 
time constant of the motor.

The transfer function of the electromechanical part of 
the motor

( ) ,a
m

m

R
W p

CT p
=

where C – constant coefficient of the electric motor, calcu-
lated at nominal magnetic flux; Tm – electromechanical time 
constant of the electric drive.

The block diagram of a direct current electric drive with 
control made on the basis of a discrete time equalizer with 
partial compensation of the control object dynamic proper-
ties is shown in Fig. 7.

In the proposed block diagram (Fig. 7), the controlled 
converter and the DC motor (taking into account the EMF 
feedback) are reduced to one transfer function Wobj(p). The 
discrete time equalizer is represented by the transfer function 
Wekv(z) and its operation with the analog part of the system is 
coordinated by zero-order extrapolator with the transfer func-
tion Wext(p)=(z–1)/zp. Negative feedback is performed with the 
coefficient kfb. The inverse model of the control object is shown 
as –1

objW . The disturbance is the static load current Is. The trans-
fer function of the object for the control action is as follows:
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The obtained coefficients for the control object in accor-
dance with the canonical form of Frobenius controllability [15]:
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Then the block diagram of the control object using the first 
canonical form of controllability can be illustrated in Fig. 8.

The inverse model transfer function is

( ) ( ) ( )1 3 2
2 1 0

0

1 1
.obj

obj

W p p p p
W p

− = = + α + α + α
β

	 (3)

So, the synthesis method of automated electromechani-
cal systems based on a discrete time equalizer can be used for 
direct current electric drives. The synthesis must be carried 
out taking into account the modified principle of symmetry, 
which consists in installing a block for inverse transforma-
tion modification (integrator) between the inverse model of 
the control object and the control object itself. With this ap-
proach, realistically achievable dynamic modes of operation 
are obtained and the first order of astatism is also ensured.

6. Definition of transfer functions and building of block 
diagrams of the automatic control system main elements

Let us synthesize an automatic speed control system 
of the laboratory research bench drive motor based on a 
discrete time equalizer, using technical specifications and 
taking into account the design features of the equipment 
included in its composition. In this case, the synthesis results 
should allow the possibility of their software implementation 
using the software discussed in the previous section.

Since the program implementation of the control sys-
tem in the integrated CCS design environment, the overall 
program cycle is performed at a frequency of 10 kHz, all 
variables that are in the main body of the control program 
are updated in real time in 0.0001 s. Between the iterations 
(cycles) of the general program cycle, the variables hold their 
previous values. When it comes to executing some elements 
of the program code below 10 kHz, they are removed from 
the main body of the control program and formalized as spe-
cial macro subroutines.

To interrogate the macro, a counter is set in the main 
body of the control program. When the counter reaches the 
value corresponding to the required number of iterations 
of the general program cycle, the macro is accessed and the 
variables associated with it in the main body of the control 
program are updated. After interrogating the macro, the 
counter is reset to the initial value and everything is repeat-
ed again. For example, if such a counter is set to 10, then the 
corresponding macro will be accessed at every tenth itera-
tion of the general program cycle, therefore, the macro code 
will be executed with a frequency of 1 kHz.

Thanks to this approach, individual parts of the dis-
crete control system, implemented on the basis of the 
TMS320F28335 microcontroller of the C2000 family, are 
able to operate at a frequency lower than the frequency of 
the overall program cycle. Typically, in examples of projects 



  zWeqv   zWext
  pWobj

1   pWmod

  pWobj

 0T  0T

1
1

pT
R

a

a
pCT

R

m

a

inpx

fbx

 fbk

aI
sI

 C

1 pT
kсc

Fig. 7. Block diagram of a direct current electric drive with 
control made on the basis of a discrete time equalizer

p
1

p
1

p
1

0

Σ 

0

1

2

u yx1x2x3

Fig. 8. Block diagram of the control object in the first 
canonical form of controllability



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 1/2 ( 103 ) 2020

52

supplied by Texas Instruments as part of the ControlSUITE 
software, interrogating of some sensors and external periph-
erals is implemented at a frequency below the frequency of 
the overall program cycle.

Based on the block diagram shown in Fig. 7, the follow-
ing provisions can be formulated regarding the software 
implementation of its individual elements:

1. The discrete time equalizer should be implemented as 
a separate subprogram – a macro, which is interrogated at a 
frequency below the frequency of the general program cycle.

2. It is advisable to process the signal coming from the 
M40SA encoder using a standard macro from the Control-
SUITE software and interrogate it with the frequency of the 
general program cycle.

3. There is no need to use an extrapolator as a separate 
element of the control system. The function of data extrap-
olation is performed by the logic of the program code: all 
variables store their values in the microcontroller memory 
between iterations of the general program cycle.

4.  The inverse model of the control object and the 
inverse transformation modification block should be repre-
sented in the form of separate macros, however, they should 
not be interrogated by the counter, but directly in the gen-
eral program cycle. If the macro polling frequency of the 
discrete time equalizer is significantly lower than the macro 
polling frequency of the inverse model of the control object 
and the inverse transformation modification block, then the 
corresponding blocks of the discrete control system can be 
considered quasi-analog.

Thus, the elements of the block diagram shown in Fig. 7, 
when performing a software implementation, are the follow-
ing subprograms:

– EQUALIZER_MACRO – a macro of the discrete time 
equalizer; experimental studies use several variants of this 
macro that have settings for various quantized desired tran-
sition functions;

– MIRROR_MACRO – a macro of the inverse control 
object model;

– MODIFIER_MACRO – a macro of the inverse trans-
formation modification block;

– QEP_MACRO– a standard encoder macro that comes 
with ControlSUITE software.

In addition to QEP_MACRO, other standard macros 
are also used in the program code. For example, the PWM_
MACRO inverter control macro or PWMDAC_MACRO 
macro for interacting with DAC of a DMC board. Standard 
macros are used in the program code either without changes 
or with minor modifications. The functional diagram of 
these macros interaction is presented in Fig. 9.

Based on Fig. 9, the reference signal is represented in rela-
tive units using the SpeedRef variable, which is set by the user 
in the main body of the control program. The QEP_MACRO 
macro in the main body of the control program is associated 
with the Speed variable that represents the drive motor speed 
in relative units. The difference between the SpeedRef and 
Speed variables is represented in the main body of the control 
program as the Error variable, which is then transferred to the 
macro of the discrete time equalizer as Err. The EQUALIZER_
MACRO macro passes its original Eqv variable to the input 
of the MIRROR_MACRO macro. The MIRROR_MACRO 
macro has an output variable Mirr, which is transmitted to the 
input of the MODIFIER_MACRO macro, the output variable 
Out of which is supplied to the inverter control routine and is 
used to determine the duty cycle of the PWM signal at clamps 
U and V of the three-phase inverter, to which the armature 
circuit of the drive motor is connected.

The inverter control routine and the macro for working 
with the encoder are taken from the libraries supplied with 
ControlSUITE. MIRROR_MACRO, MODIFIER_MACRO 
and EQUALIZER_MACRO are implemented based on the 
results of the synthesis of the automatic speed control system 
of the laboratory research bench drive motor on the basis of 
discrete time equalizer.

Given the above, we perform the calculations necessary 
for the further software implementation of the MIRROR_
MACRO, MODIFIER_MACRO and EQUALIZER_MACRO 
macros.

Based on the block diagram of the control object shown 
in Fig. 8, its inverse model is determined by the transfer 
function (3), where the coefficients β0, α2, α1, α0 are deter-
mined by the formulas (2).

To perform the software implementation of the inverse 
model, it is more convenient to present its transfer func-
tion (3) in the following form:

( )1 3 2
3 2 1 0,objW p p p p− = γ + γ + γ + γ    (4)

where

3
0

1
,γ =

β
2

2
0
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1
1

0

,
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γ =
β

0
0

0

.
α

γ =
β

When implementing the inverse model in the form of a 
separate macro (MIRROR_MACRO), the signal entering its 
input is denoted as Eqv and the output signal as Mirr (Fig. 9). 
Since the inverse model of the control object is implemented 
in a discrete form, the Laplace operators p, included in the 
formula (4) and symbolizing the differentiation of the signal, 
should be replaced by the difference of lattice functions. The 
inverse model of the control object can then be described as 
the following difference equation:

( ) ( )
( ) ( )

3
3

2
2 1 ,

Mirr n Eqv n

Eqv n Eqv n

= γ ⋅∇ +

+γ ⋅∇ + γ ⋅∇    (5)

where Mirr(n) – the value of the lattice function of the MIR-
ROR_MACRO macro output signal at the current step n; 
∇Eqv(n) – the first order inverse difference for the lattice func-
tion of the MIRROR_MACRO macro input signal; ∇2Eqv(n) – 
the second order inverse difference for the lattice function of 
the MIRROR_MACRO macro input signal; ∇3Eqv(n) – the 
third order inverse difference for the lattice function of the 
MIRROR_MACRO macro input signal.

 t

Fig.	9.	Functional	diagram	of	macros	interaction
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It should be noted that the equation (5) uses not direct 
differences, but inverse differences, since the calculation of 
direct differences requires information about the change in 
the input signal in the upcoming step cycles relative to the 
current step cycle n. Of course, the control program does not 
have such information. To calculate the inverse differences 
programmatically, it is necessary to have the value of the input 
signal in the current step cycle n and several of its values in 
previous moments (iterations of the general program cycle).

Known formulas [16] are used to calculate the inverse 
differences that are part of the equation (5):

( ) ( ) ( )1 ,Eqv n Eqv n Eqv n∇ = − − 			   (6)

where Eqv(n) – the value of the lattice function of the MIR-
ROR_MACRO macro input signal at the current stepn; 
Eqv(n–1) – the value of the lattice function of the MIR-
ROR_MACRO macro input at the step (n–1).

( ) ( )
( ) ( )

2

2 1 2 ,

Eqv n Eqv n

Eqv n Eqv n

∇ = −

− ⋅ − + − 			   (7)

where Eqv(n–2) – the value of the lattice function of the 
MIRROR_MACRO macro input signal at the step (n–2).

( ) ( ) ( )
( ) ( )

3 3 1

3 2 3 ,

Eqv n Eqv n Eqv n

Eqv n Eqv n

∇ = − ⋅ − +

+ ⋅ − − − 		  (8)

where Eqv(n–3) – the value of the lattice function of the 
MIRROR_MACRO macro input signal at the step (n–3).

The block diagram of the inverse model, constructed 
by equations (5)–(8), is presented in Fig. 10. Blocks z–1 
in Fig. 10 provide a shift of the value of the corresponding 
lattice function by one step backwards. Accordingly, passing 
Eqv(n) through two blocks z–1gives the value of the lattice 
function Eqv(n–2) and after three blocks –Eqv(n–3).

The Mirr signal from the output of the MIRROR_MACRO 
macro acts as an input to the macro, which describes the oper-
ation of the inverse modification unit –MODIFIER_MACRO. 
The inverse transformation modifier is an integrator, so the 
following transformations can be performed:

( )
( )

0 ;
1

Out z T
Mirr z z

=
−

( ) ( ) ( )0 ;T Mirr z z Out z Out z⋅ = ⋅ −

( ) ( ) ( )1 1
0 ;Out z T z Mirr z z Out z− −= ⋅ ⋅ + ⋅

( ) ( ) ( )01 1 ,Out n Out n T Mirr n= − + ⋅ − 		  (9)

where Out(n) – the value of the lattice function of the out-
put signal of the MODIFIER_MACRO macro at the current 

stepn; Out(n–1) – the value of the lattice function of the 
MODIFIER_MACRO macro output signal at the step (n–1); 
Mirr(n–1) – the value of the lattice function of the MODI-
FIER_MACRO macro input (the MIRROR_MACRO macro 
output signal) at the step (n–1); T0 – macro quantization 
(interrogation) period; since the interrogation of the MIR-
ROR_MACRO macro is performed in the general program 
cycle, then T0=0.0001 s.

From the difference equation (9) for the MODIFIER_
MACRO macro, it follows that for each current step, the pre-
vious value of the output signal Out(n–1) will be added to the 
product of the previous value of the input signal Mirr(n–1) for 
the quantization period T0. Due to this summation, the signal 
output of the MODIFIER_MACRO macro may be greater 
than one. Since all calculations in the control program are 
performed in relative units, and the value Out(n) is used by the 
inverter control subroutine to determine the PWM fill factor, 
the possible range of signal change at the output of the MOD-
IFIER_MACRO macro is [0; 1]. Therefore, for practical use of 
the difference equation (9), the output signal of the MODIFI-
ER_MACRO macro should be limited in the range [0; 1].

Based on the recommendations of Texas Instruments [17], 
in order to ensure that the output of the integrator does not 
deviate significantly from the set program limit in the pres-
ence of a macro output limit, the integrator should be reset 
according to the tracking anti-windup strategy [18]. When 
using this strategy, the integrator is covered by feedback on 
the deviation signal, which is formed as the difference be-
tween the output signal of the bounding block and its input 
signal. The use of the tracking anti-windup strategy for the 
inverse modification unit described by the difference equa-
tion (9) is shown in Fig. 11.

The nonlinear limitation unit shown in Fig. 11 is de-
scribed by the following equations:

( ) ( )
( ) ( ) ( )
( ) ( )

0 when 0,

when 0 1,

1 when 1,

Out n OutPreSat n

Out n OutPreSat n OutPreSat n

Out n OutPreSat n

= <
= ≤ ≤ 
= > 

(10)

where OutPreSat(n) – the lattice function value of the non-
linear input signal at the current step n.

The OutPreSat(n) signal is determined from the follow-
ing difference equation:

( ) ( )
( ) ( )0

1

1 1 ,c

OutPreSat n OutPreSat n

T Mirr n K SatErr n

= − +

+ ⋅ − + ⋅ − 		  (11)

where OutPreSat(n–1) – the lattice function value of the 
nonlinear unit input at the step (n–1); SatErr(n–1) – the 
lattice function value of the deviation signal at the step (n–1); 
Kc – the correction factor by which the speed of the integrator 
reset can be adjusted (in the program implementation of the 
macro, based on the recommendations of Texas Instruments, 
Kc=0.02 was set). The deviation signal at the current step n is 
defined as the difference between Out(n) and OutPreSat(n):

1z 1z

1z

 nEqv

 1nEqv   2nEqv

  3nEqv

  nEqv

  nEqv2

  nEqv3

  nMirr

 1

 2

 3

 2

 3
 3

Fig. 10. Block diagram of the inverse model

1z

1z

 1
0

zT

cK

  nMirr   nOut  nOutPreSat

  1nOutPreSat

  1nSatErr   nSatErr

Fig. 11. Block diagram of the inverse modification unit
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( ) ( ) ( ).SatErr n Out n OutPreSat n= −   (12)

For example, if at the previous step (n–1) the signal 
at the input of the nonlinear limiting link was OutPre-
Sat(n–1)=1.2, then the output of this link had the signal 
Out(n–1)=1. In this case, microcontroller memory on the 
step (n–1) had a value of SatErr(n–1)=–0.2 that is used in 
the current step n to reset the integrator.

Thus, at the output of the MODIFIER_ MACRO mac-
ro, a signal is generated for the power switch subroutine of 
the inverter of the DMC board, with which the armature 
circuit of the drive motor is supplied with pulse voltage. 
The pulse frequency remains constant at 10 kHz, and the 
duration varies and is determined by the duty cycle. Based 
on the technical features of the laboratory research bench, 
the rectification and filtering of the voltage supplied to 
the power switches of the inverter is carried out by the 
DMC board.

The steady-state value of the rotational speed of the 
drive motor shaft is determined by the duty cycle of the 
impulse supply voltage of the armature circuit. The current 
speed value in the control system is obtained as the output 
signal Speed of the encoder QEP_MACRO macro. The dif-
ference between the SpeedRef value and the Speed signal 
forms the discrete time equalizer macro input signal Err:

.Err SpeedRef Speed= −

Since the control object is static, the transfer function of 
the discrete time equalizer in general is determined by the 
following formula [4]:

( ) ( )
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=

−

∑

∑
   (13)

where k – the order of the characteristic equation; ak–1, ak–2, …, 
a1, a0 – the coefficients that characterize the increase in the 
levels of the quantized desired transition function at each quan-
tization cycle; Teq – the quantization (interrogation) period of 
the EQUALIZER_MACRO macro, which is determined based 
on the quantized desired transition function.

To perform a software implementation, this transfer 
function must be represented as a difference equation by 
performing the following transformations:

( )
1 2 2

1 2 2 1 0
1 2 2

1 2 2 1 0

...1
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...
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k k k
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+ + + + + +
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 (14)

The coefficients of the numerator and denominator of 
the transfer function (14) are determined by the following 
formulas:

( )
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  (15)

For a software implementation of the control system in 
relative units, the feedback coefficient kfb=1 in equations (15).

Based on the transfer function (14), the following equa-
tion can be obtained:
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If the current step is n, then the difference equation of the 
discrete time equalizer in general is as follows:

( )
( ) ( )

( ) ( )
( ) ( )

( )
( ) ( )

( ) ( )

( ) ( )

1

2 2

1 0

1

2 2

1 0

0 1

1
1

2 ... 2

1

1

2 ... 2

1

1
.

k k

k
eq

k

k

k k

k i k i
i ieq

Eqv n

A Err n A Err n

A Err n A Err n k
T

A Err n k A Err n k

B Eqv n

B Eqv n B Eqv n k

B Eqv n k B Eqv n k

A Err n i B Eqv n i
T

−

−

−

−

− −
= =

=

 + − +
 = ⋅ + − + + − + + − 
 + − + + − 

− − −

− − − − − + −

− − + − − =

 
= ⋅ − − −  ∑ ∑  (16)

The block diagram of the discrete time equalizer con-
structed by the difference equation (16) is shown in Fig. 12.

The block diagram of the discrete time equalizer 
shown in Fig. 12 has become the basis for its software 
implementation. It clearly demonstrates all the transfor-
mations that occur with the error signal Err(n) at any 
point of time. The coefficients necessary for determining 
the control action Eqv(n) are calculated according to for-
mulas (15).
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Fig.	12.	Block	diagram	of	the	discrete	time	equalizer,	built	
according	to	its	difference	equation
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7. Experimental studies of the drive speed automatic 
control system

A discrete time equalizer is used in experimental studies. It 
has settings for the quantized desired transition function with 
the number of levels k=16 (Fig. 13). The quantized desired 
transition function in Fig. 13 is shown in relative units (r.u.); 
the value of n along the abscissa corresponds to the step num-
ber. The quantization period of Teq during experimental stud-
ies is set in the main body of the control program, regardless of 
the settings in the EQUALIZER_MACRO macro.

The automatic speed control system of the drive motor 
of the laboratory test bench allows both control using one 
discrete time equalizer and combined control based on two 
discrete time equalizers. The Teq quantization period used 
in the formula for the compensating discrete time equal-
izer will be several times (2–5) less than the quantization 
period of the corresponding basic discrete time equalizer. 
Compensating discrete time equalizers, as well as the main 
equalizers, are represented as the program code by the dif-
ference equation (16).

Each of the macros used in the main program code is a 
subroutine that is initialized in a special header file. Thanks 
to the application of the object-oriented approach, each of the 
macros is the so-called structure of the C++ language (a set of 
variables united by one name, which provides a generally ac-
cepted way of information storage together). Structures allow 
creating templates for named instances. Each of the macros 
used in the control program is represented by an instance of 
the corresponding structure.

Experimental studies are carried out according to the 
methodology illustrated by the diagram shown in Fig. 14 
(Code Composer Studio or LGraph2 software is used at 
each step).

After loading the program code, which by default is im-
plemented in the microcontroller’s RAM, buttons appear on 
the panel of the CCS main menu for controlling the running 
of the program loaded into the microcontroller. Using these 
control buttons, the program code can be run both in real 
time and step by step. Also it can be temporarily paused or 
completely stopped.

The diagram in Fig. 14 illustrates the sequence of obtaining 
the results of one experimental study for a certain set of initial 
conditions specified in steps 1 and 2. Changing the set of initial 
conditions during each subsequent experiment does not affect 
the general scheme of experimental studies.

According to the results of each single experiment, a 
corresponding text file was recorded, which, in addition to 
the experimental data themselves, also contained additional 
auxiliary information, such as the date and time of the exper-
iment, the quantity and numbers of channels, the frequency 
value per channel, and so on.

The results of one of the experiments are presented in 
Fig. 15 (motor started at rated load up to a speed corre-
sponding to 0.625 of the rated value). The blue color in this 
figure shows the quantized desired speed transition function 
(Fig. 13) and the black shows the obtained value of the DC 
motor speed.

The proposed experimental research methodology 
made it possible to carry out three sets of experiments 
differing in macros of the main and compensating discrete 
time equalizers. Each set consists of nine experiments that 
differ from each other in the values of global variables, 
which are responsible for the quantization period of the 
main and compensating discrete time equalizers, in the val-

ues of the reference speed signal, in the resampling coef-
ficients and in utilization or not of the combined control.

In all experiments, the quantized desired transient 
functions were fulfilled with a slight dynamic error 
that occurred during the starting under load, dropping 
of the load and after repeated load-on.

Due to the insignificant transmission coefficient 
and soft static characteristics of the control object, 
the system required influencing the proportional com-
ponent in order to increase the dynamic accuracy and 
reduce the sensitivity to parametric and coordinate 
disturbances.Fig.	13.	Quantized	desired	transition	function	at	k=16

1.Setting the values of some global
variables of the main control
program.
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equalizers in the control program.

4.Switching to Debug mode and
loading program code into the
memory of the microcontroller.

Code Composer Studio

Code Composer Studio

Code Composer Studio

Code Composer Studio

LGraph2

6.Starting the downloaded program
on the microcontroller.

Code Composer Studio

7.Visual observation of the process.
Dropping of the load and load-on at
a specific time.

LGraph2

Code Composer Studio

9.Exporting the received data to a
text file.

LGraph2

*.txt
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uploading a program from the
memory of the microcontroller.

3.Compilation of the project.

5.Enabling recording data coming
from the ADC/DAC module E-440.

Fig.	14.	General	scheme	of	experimental	studies
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Fig.	15.	Results	of	the	experiment
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The use of combined control with two discrete time equal-
izers made it possible to reduce the dynamic errors both during 
dropping of the load and load-on from 9–20 % to 1.5–3.5 %.

8. Discussion of the research results of automated 
electromechanical systems synthesized on the basis of a 

discrete time equalizer

As a result of the experimental researches, it is found that 
the method of synthesis of automated electromechanical sys-
tems based on a discrete time equalizer can be successfully 
applied to electric drives with DC motors. The practical value 
is the use of the modified principle of symmetry with the inte-
grator (modification unit) reset in accordance with the tracking 
anti-windup strategy (Fig. 11). This fact is explained by the 
inability to fully compensate for the dynamic properties of the 
control object.

The synthesis of regulators by the discrete time equalizer 
method is the development of the authors of the paper; there-
fore, there are no known software implementations by modern 
microcontrollers. The Code Composer Studio integrated de-
sign environment made it possible to practically implement the 
proposed discrete time equalizers (16), the inverse model of the 
control object (5) and the inverse modification unit (10), (11) 
in the form of special macro routines for the TMS320F28335 
microcontroller (Fig. 9).

A feature of the obtained results is the use of a high-level 
programming language C/C++ with object-oriented approach-
es, so that the code is hardware independent of the micropro-
cessor type. Therefore, such software solutions have significant 
practical value and can find application in industry.

A limitation characteristic of the studies is the focus on 
direct current electric drives. The power part of the laboratory 
research stand (Fig. 5) is not fully adapted for working with 
AC motors. In addition, to work with an AC motor, the macro 
of its inverse mathematical model must be additionally created.

The macros of discrete time equalizers (the block diagram 
in Fig. 12) and the macro of the inverse modification unit, im-
plemented in accordance with the tracking anti-windup reset 
strategy (the block diagram in Fig. 11) are universal and can be 
used to create control systems for a variety of technical objects 
based on a discrete time equalizer.

The disadvantage of the proposed technical solution is the 
need for microcontrollers with significant processing power, 
for example, such as Texas Instruments C2000 (Fig. 4). The 
complication of the control system, the increase in the number 
of loops or control channels in the future will only lead to an 
increase in the requirements for the microcontroller, on the 
basis of which discrete time equalizers, inverted models, and 
inverse modification units are implemented. This problem can 
be partially solved by distributing the computing load between 
the individual microprocessor devices.

The synthesis of automatic control systems for electrome-
chanical objects based on a discrete time equalizer differs from 
modal control, traditional subordinate coordinate control, or 
the method of generalized characteristic polynomial by com-

pletely rejecting the use of the desired characteristic polyno-
mials. This approach allows obtaining the desired dynamic and 
static properties of the system solely on the basis of the desired 
transition function, which should be close to the real nature of 
the transition processes (monotonic, aperiodic or oscillatory). 
If the transition function deviates somewhat from its natural 
character, then this may cause overshoot when reaching a 
steady-state value.

Further research may be associated with the development 
of a subsystem for identifying the admissibility of quantized 
desired transition functions (Fig. 1) and the introduction of 
control systems with discrete time equalizers in the industry. 
One of the difficulties that will arise during the implementation 
of such systems will be the necessity of creation of sufficiently 
accurate control objects mathematical models.

In general, a discrete time equalizer has the prospect of 
hardware implementation as a standalone device that provides 
the ability to perform control of a technical object and comfort-
able dialogue with the user and implements the full range of 
features relevant to the concept of “Internet of Things”.

9. Conclusions

1. A laboratory research bench created to carry out the ex-
perimental research made it technically possible to implement 
an automatic speed control system of the DC motor, synthe-
sized on the basis of a discrete time equalizer.

2. The general approaches to the synthesis of control sys-
tems for DC electric drives based on a discrete time equalizer 
with partial compensation of the dynamic properties of the con-
trol object was analyzed. It was found that the synthesis must 
be performed taking into account the modified principle of 
symmetry, which consists in using an integrator for the inverse 
transformation modification. With this approach, realistically 
achievable dynamic operation modes were obtained, and the 
first order of astatism was also ensured.

3. The transfer functions were determined and the block 
diagrams of the main elements of the automatic speed control 
system of the laboratory research stand were built. For the 
technical implementation of the proposed solutions, calculation 
formulas were obtained that simplify the software implemen-
tation of the discrete time equalizer, the control object inverse 
model and the inverse transformation modification unit. The 
use of these formulas made it possible to obtain the coefficients 
of difference equations for high-order discrete time equalizers.

4. The main body of the control program, constructed in 
accordance with the developed functional scheme of the mac-
ros interaction, made it possible to perform the experimental 
studies using both the main control channel with one discrete 
time equalizer and the combined control with two discrete 
time equalizers (main and compensating). In all experiments, 
the quantized desired transient functions were fulfilled with 
a slight dynamic error. The use of combined control with two 
discrete time equalizers made it possible to reduce the dynam-
ic errors both during dropping of the load and load-on from 
9–20 % to 1.5–3.5 %.
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