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subsystem, i. e., a subsystem for transmitting measured data 
to a single information center. A necessary condition for the 
effective functioning of distributed technical diagnostics 
systems with a large number of sensors is the ability of wire-
less transmission of received data.

The distributed system is designed to receive informa-
tion from measuring sensors [1]. In the system, a process 
takes place in which the measured physical quantities are 
first converted into electrical signals, and for further pro-
cessing, analysis and storage they are converted into digital 
codes through an analog-to-digital converter. In this regard, 
the distributed system can be considered as a system that 
can not only collect information, but also allows processing 
and additional actions with the received data. This basic 

1. Introduction

Improvement of autonomous systems for technical di-
agnostics of load-bearing structures of construction objects 
or bridge structures is associated with the need to use new 
measuring sensors and wireless information transmission 
devices. These sensors and devices must have increased ac-
curacy, noise immunity and ultra-low power consumption.

An important element of any system of technical diag-
nostics of construction objects or bridge structures is their 
continuous monitoring, which is based on measuring the 
stress-strain parameters of load-bearing structures, as well 
as determining the level of their main parameters. An inte-
gral part of technical diagnostics systems is a data collection 
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The research addresses the issues of collection and 
transmission of measurement data when monitoring 
various construction objects and bridge structures. The 
issues were resolved by developing a distributed system 
using Wi-Fi technologies. The results of measurements 
of the following parameters and data were obtained: 
the distance between cracks and joints, magnetometer 
readings and location and possible inclination of objects 
in three axes according to accelerometer and gyroscope 
data. By configuring the server, new channels are creat-
ed for receiving data, which allow their subsequent pro-
cessing and complete analysis of the study, for example, 
to solve the problem of predicting the technical condi-
tions of construction and bridge objects. The complete-
ness of the analysis of the study solves the problem of 
identifying and detecting possible errors and determin-
ing delays in the communication system. In general, the 
validity of all research results plays an important role 
in predicting the technical conditions of various objects 
and in finding solutions to problems arising from the 
technical difficulties of remote control. In this regard, 
the issue of the validity of the choice of Wi-Fi modules, 
which take into account the parameters of power con-
sumption and availability of the boards of these mod-
ules for programming in order to obtain results of mea-
surements in a long time has been posed and resolved. 
Setting power consumption parameters made it possible 
to increase the research time at remote sites, which in 
turn increases the durability and life of the control sys-
tem. The simplicity of programming the module boards 
and support of various electronic sensors allow varying 
the scope and research objects, thereby expanding the 
geography of the subject area of research. Therefore, 
the developed distributed system is easily adapted to 
the necessary problem areas of research, the monitor-
ing results of which can be used in many areas, such as 
agriculture, ecology, power, health care, meteorology 
and others
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programmed in the Arduino environment were chosen. This 
is because the chosen Wi-Fi technology is compatible with 
boards, modules and sensors working together with the Ardu-
ino platform. The features of these boards and their connec-
tivity to sensors are described in [8, 9]. A wide range of board 
capabilities programmed in the Arduino environment when 
developing remote monitoring, data collection and trans-
mission systems are described in [10, 11]. The works [10, 11] 
confirm the usefulness of this platform, since it allows build-
ing a wireless system for taking various sensor parameters. 
For example, in the system described in [10], measurements 
of temperature, humidity, soil moisture, rain and water level 
were made. But this paper does not solve an important issue 
of power consumption. In the work, a wired power supply is 
connected, which makes the system not completely wireless. 
The work [11] proposes a cost-effective system that moni-
tors sensor data such as soil moisture, temperature, relative 
humidity and light intensity, but a prototype of the system 
has not been created. The paper is considered a simulation to 
determine the life of the network and has no practical reason 
that the issue of power consumption is completely resolved. 
All this suggests that it is expedient to conduct research and 
experimental work on not only reading and transmitting var-
ious parameters from sensors, but also to solving, first of all, 
the power consumption issue.

The work [12] provides an overview of environmental 
conditions of smart cities in order to develop an indoor air 
quality monitoring system. In [12], an analysis of more than 
100 sources is given, but methods and techniques for mea-
suring the readings of the magnetic field, which affects the 
seismological state of buildings and cities, are not indicated. 
Magnetic field readings are taken using a magnetometer, 
the introduction of which into the system described in [12] 
would cover this problem area more extensively.

In [13], a system for monitoring and analyzing the vi-
bration acceleration spectrum based on the Raspberry Pi 
3 microcomputer and ADXL345 three-axis digital acceler-
ometer for real-time operation is developed. The system is 
up-to-date and easy to use when wired. When additional 
sensors are connected to the circuit to measure other re-
search parameters, it is necessary to reprogram not only the 
Arduino board, but also the microcomputer board, which 
complicates system installing and configuring. Also, in the 
case of monitoring via wireless technologies, sending data 
to a single server or viewing results from devices such as a 
cell phone, laptop or tablet, additional difficulties will arise. 
Therefore, this development is not quite suitable for remote 
monitoring based on wireless technologies.

The work [14] presents latest solutions for monitoring 
the state of structures. The system includes various accel-
erometers, load cells, strain gauges and other devices. The 
sensors included in the system have been experimentally 
tested, but the issue of reliability and constancy of long-term 
monitoring has not been fully resolved. The authors of [14] 
considered these problems, so, when developing a monitoring 
system, it is necessary to take into account the issue of moni-
toring time and system reliability.

It is worth noting that there should be no structural and 
functional differences in systems that measure and transmit 
the results of some parameters (described in [10, 11]) to the 
server from similar systems that measure other parame-
ters (described in [12, 14]).

As a result, all systems that take characteristics and pa-
rameters remotely must be autonomous, easy to configure, 

approach is used in many automation systems, at the initial 
levels of which collection of results, evaluation of states and 
solution of control problems are performed [2].

In modern automation, control and information trans-
mission systems, the number of applications and software 
interfaces being developed has increased, to which various 
restrictions and requirements are set. Restrictions and 
requirements are related to the fact that any developed 
application is built with an expectation of instant scaling, 
which depends on the growing user demand. In this regard, 
there is a unified requirement that any application must be a 
distributed system [3]. With the emergence and widespread 
use of the “Internet of Things” terminology [4, 6], the task 
of writing applications and physical binding of them to 
various measuring devices has become easier. Accordingly, 
the implementation and development of various distributed 
systems have been simplified. In most cases, the measuring 
devices in these distributed systems are various sensors that 
measure parameters in strict accordance with data identi-
fication and tracking technologies. After measurement, the 
data are transmitted by wired and wireless methods [5].

The practical implementation of such a distributed sys-
tem will allow it to be used in construction, communica-
tion systems, bridge structures on railways and highways, 
“smart” technologies and other areas. It is worth noting that 
the system allows timely detection of damage and provides 
ways to eliminate it. The system will increase the efficiency 
of spending on various measures to correct shortcomings 
by properly determining the location, angle of inclination, 
vibration indicators, temperature effect and the type of 
necessary repair measures. Sending data over a wireless 
distributed system will allow the user to remotely monitor 
the object under study. For example, he can find out the 
condition of a crack or joint in a building. This provides low 
power consumption, increases the service life of the device 
and improves the accuracy, information content and quality 
of forecasting the state of structures and buildings.

2. Literature review and problem statement

The work [7] presents the results of research using a 
wireless tilt sensor unit designed to monitor the state of 
structures. It is shown that two systems were used together 
to solve the problems related to communication distance 
limitations: a 2.4 GHz system and a code division multiple 
access (CDMA) system. Today, many countries stop us-
ing CDMA due to the transition to newer wireless technol-
ogies. Therefore, this development, described in [7], is cur-
rently difficult to implement due to the peculiarities of using 
the CDMA method in a distributed system. In addition, this 
technology does not use frequencies and does not transmit 
data if the receiving site is outside the country. Therefore, 
when using a remote monitoring system, it is desirable to 
choose unique wireless technologies that operate every-
where and on all devices that are compatible with other net-
work nodes. An option to overcome these difficulties can be 
the use of Wi-Fi technology. Using this technology, sensors 
and modules are connected to an access point that provides 
access to the global Internet. The receiving site can be locat-
ed anywhere, since all measured data will be received on a 
server in the global network, and only authorized research-
ers can access the server. For programming and managing 
a distributed data acquisition system, modules and boards 
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and low power-consuming. In addition, the system must re-
liably collect and transmit data wirelessly with high security 
and reliability of communication channels. All results should 
be available to researchers from different devices during 
long-term or periodic monitoring.

Therefore, it would be advisable to conduct a study using 
a single distributed system with these features and providing 
the maximum reliability of the measured data for monitor-
ing, for example, the technical condition of structures and 
facilities. To solve problems in these research objects, it is 
necessary to configure a communication channel using a dis-
tributed system and measure the corresponding sensor read-
ings. These include the distance between cracks and joints, 
magnetometer readings, the location and possible inclination 
of objects in three axes according to the accelerometer and 
gyroscope data.

3. The aim and objectives of the study

The aim of this study is to develop a distributed  
Wi-Fi system for collecting and transmitting data with the 
provision of power saving and information protection for 
monitoring the technical condition of bridge structures and 
construction sites.

This will allow conducting research to obtain measure-
ment results and improve the quality of practical remote 
monitoring of technical conditions of various objects in any 
weather conditions and time. The low cost of connected 
devices and their availability for programming do not im-
pair the reliability of the entire system, which increases the 
advantages of the developed wireless system. Proper server 
configuration simplifies operation from a practical point of 
view. This is due to the fact that an authorized user who has 
access to all measured data only needs to have access to the 
Internet from anywhere in the world and work on the creat-
ed server channels to process the research results.

To achieve the aim, the following objectives were set:
– to select, program and configure the devices included 

in the distributed wireless system for collecting and trans-
mitting measurement results using Wi-Fi technology;

– to get the results of experiments on the server and 
export the data for further processing and analysis of the dis-
tributed wireless system for full monitoring of the technical 
condition of bridge structures and construction sites;

– to use power-saving methods when configuring Wi-Fi 
modules included in the distributed system;

– to ensure the security of the transmitted data.

4. Materials and methods for studying the parameters of 
the distributed Wi-Fi system

The MPU-6050 and MPU-9250 sensors are minia-
ture complexes that include gyroscopes, thermometers and 
accelerometers. Each of the sensors measures data along  
the X, Y, Z axes; in addition, a magnetometer is also built into 
the MPU-9250 sensor, which measures the corresponding 
data along the same three axes.

In the distributed wireless system, the NodeMCU V3 
Wi-Fi module is used to send measured data to the server 
channels. The https://thingspeak.com/ site was used as a 
server, providing users with extensive settings for research 
work. The module is a kind of esp8266 board and is easily 

programmed to achieve the tasks and consumes low voltage, 
depending on the configured power-saving mode.

The characteristics of the sensors and the Wi-Fi module 
made it possible to choose them as the main devices for de-
termining the position in space and the angle of inclination 
and magnetic field indicators of the objects under study. All 
measurement results received from the sensors are transmit-
ted to the created server channels. Fig. 1, a shows the con-
nection diagram of the MPU-6050 sensor and the esp8266 
Wi-Fi module. The VCC pin is connected to a 3.3 V power 
supply, the GND pin is connected to the ground port (the 
Wi-Fi module has 3 ground ports), the SCL pin is a data 
line, and SDA is a synchronization line. The SCL and SDA 
pins are ports for connecting I2C devices, facilitating the 
connection and performing all the necessary functions for 
data transmission and management. The INT pin is a config-
urable interrupt, the AD0 pin – I2C address. When connect-
ing the sensor, keep in mind that if this pin is pulled to the 
ground, the device address will be 0x68; if you connect AD0 
to the power pin, the address will change to 0x69. Fig. 1, b 
shows the connection diagram of the MPU-9250 sensor and 
the esp8266 Wi-Fi module.

а

b 

Fig. 1. Connection diagram of sensor pins and Esp8266 Wi-Fi 
module: a – MPU-9250 sensor; b – MPU-6050 sensor

The difference between the MPU-6050 and MPU-9250 
sensors is the XCL, XDA pins, which are considered addi-
tional I2C interfaces for connecting an external magnetom-
eter, all other pins are identical in their functional properties 
with the MPU-9250 sensor. Both types of sensors are used 
in the distributed wireless system and operate as follows. 
Several sensors are installed on the investigated object or 
structures in different places depending on the height and 
width of the object. Each sensor is connected to its own 
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module that supports Wi-Fi technology. The module is set 
to the power-saving mode because measurement data is not 
transmitted every second, so there is no need to keep all 
devices active if no measurement is made at that time. The 
sensors measure data along three axes at the points of the 
object where they are installed. The sensors allow determin-
ing gyroscope, accelerometer and magnetometer parameters 
separately along the X-, Y-, 
Z-axes. Due to the fact that 
the distributed system has 
a scalability feature, the 
number and location of sen-
sors in the system can be 
changed. The measurement 
time is set to 15 seconds to 
carry out more experiments 
in order to determine inac-
curacies and obtain a large 
amount of data for process-
ing. Therefore, the sensors 
send measurement results 
to the server on the created 
channels every 15 seconds. 
At the receiving site, the 
users responsible for data 
processing enter their ac-
counts on respective channels and receive values from a com-
puter or other receiving device that supports Internet access.

In addition to determining the angle of inclination and 
orientation of construction objects or bridge structures, 
an important parameter for remote monitoring is the 
ability to determine the distance of cracks or joints. The 
elements used for distance measurement in the wireless 
distributed system are described as follows: Fig. 2 shows 
the block diagram of the device for measuring the distance 
of cracks or joints. The device works as follows. With the 
expansion of the controlled crack, the distance between 
the reflecting panel and the receiver increases, since the 
receiver and emitter included in the optical crack measure-
ment sensor are located on one side of the crack, and the 
reflecting panel – on the other. As a result, the signal of the 
receiver proportional to the width of the controlled crack 
is recorded. The optical sensor transmits an analog signal 
proportional to the crack size to the amplifier, the output of 
which is connected to the proportional-derivative element. 
The signal from the PD element is transmitted to the ADC. 
Then the digitized ADC signal is transmitted to the micro-
controller. In the microcontroller, the signal is processed in 
accordance with a given algorithm and then via the Wi-Fi 
interface, which includes a transmitter and a receiver, is 
transmitted to the computer, where the final processing of 
the information signal takes place. In addition to the infor-
mation signal, the microcontroller generates a signal that 
turns on the timer, the function of which is to periodically 
disconnect the power supply from all active units of the 
monitoring device in order to save energy [15].

Fig. 3 shows the connection diagram of the distance sen-
sor and the wireless module.

This device is part of a distributed wireless system for 
collecting and transmitting analog data using dual-proces-
sor Wi-Fi transmitters. In the wireless distributed system, 
the HC-SR04 ultrasonic sensor serves as the distance sensor. 
NodeMCU V3 Lua Wi-Fi serves as a Wi-Fi module. The 
system must be connected to a 5 V power supply. Due to the 

fact that the Wi-Fi module does not have direct outputs to 
this voltage, an additional 4.7 kOhm resistor is connected 
in the circuit. The resistor converts the voltage and allows 
reading the distance data without any error. The sensor is 
equipped with four pins (standard 2.54 mm): positive power 
pin – +5 V; Trig (Т) – input signal output; Echo (R) – out-
put signal output; GND – “Ground” pin.

The solution to the problem of improving quality character-
istics and reducing the power consumption of the monitoring 
device is based on the use of various methods. These methods 
include: the construction of autonomous wireless systems with 
minimum power consumption, the triangulation method for 
measuring the distance to the object, and the use of circuitry 
methods for constructing integrated electronic modules. The 
triangulation method is based on changing the angle of inci-
dence of the laser beam depending on the distance to the object.

The wireless module was chosen because the NodeMCU 
Wi-Fi module supports various methods to minimize power 
consumption. Hence, it has many small size features with 
different modes including sleep mode and these modes can 
be accessed using some hardware and software modifica-
tions. The NodeMCU V3 ESP8266 module operates in the 
following modes.

Active mode: in this mode, the entire chip is on and the 
chip can receive, transmit data. Obviously, this is the most 
power-consuming mode.

 

 
  

PDE 
RP 

Wall crack 

ОP MC 

p 

Wi-Fi-1 Emm Wi-Fi-2 PC 

CPS Timer 

Rc 

k ADC 

Fig. 2. Block diagram of the wireless device for monitoring the condition of cracks and joints 
of buildings and structures: optical sensor, consisting of a reflective panel (RP), emitter (Emm) 
and receiver (Rc), operational amplifier (OA), analog-to-digital converter (ADC), proportional-

derivative element (PDE), microcontroller (MC), Wi-Fi transmitter ( Wi-Fi-1), Wi-Fi recei-
ver (Wi-Fi-2), personal computer (PC), controlled power supply (CPS) and timer 

 
  Fig. 3. Schematic connection diagram of the distance sensor 

and the Wi-Fi module
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Modem standby mode: in this mode, the CPU is running 
and Wi-Fi radio is disabled. This mode can be used in appli-
cations where processor operation is required, such as pulse 
width modulation. This causes the Wi-Fi modem to turn off 
when connected to a Wi-Fi access point (AP) without data 
transmission to optimize power consumption.

Standby mode: in this mode, the processor and all periph-
erals are suspended. Any wake-up like external interrupts will 
wake up the chip. Without data transmission, the Wi-Fi modem 
circuit can be disabled and the CPU is suspended to save power.

Deep sleep mode: in this mode, only the RTC works, and 
all other components of the chip are disabled. This mode is 
useful when data is transmitted at certain intervals. Table 1 
shows the characteristics of the power-saving mode.

5. Results of studying the parameters of the distribu- 
ted Wi-Fi system

5. 1. Connecting and configuring devices included in 
the wireless distributed system

After these devices are connected to the wireless distrib-
uted data collection and transmission system, the process 
of preparing the Wi-Fi module for recording and program-
ming begins; for this, a unique software sketch is devel-
oped (Fig. 4–6). At the beginning of the sketch, the data of 
the Wi-Fi channel on the server is indicated, the data trans-
fer rate is specified, the conditions of correct connection to 

the Wi-Fi network or no connection are prescribed. Next, the 
sketch takes into account the conditions necessary for binding 
to individual channel elements in order to receive gyroscope, 
accelerometer or magnetometer data for all parameters and 
axes. The sketch also configures the text displayed by the port 
monitor when the receiver is connected to the sensor using a 
USB cable. This setting is necessary to check the measurement 
accuracy of the sensors and monitor their performance before 
sending over a wireless connection. The rest of the sketch 
contains other software settings to perform all the necessary 
functions of this part of the distributed system, designed to 
determine the angle of inclination and orientation in space.

To connect the Wi-Fi module and the distance sensor, a new 
unique code is similarly written, which includes many strings in 
the programming language in the Arduino Ide software envi-
ronment. The unique code ensures that all results are correctly 
read, transmitted and received on the server; it was also decided 
to display the measurement data on the port monitor. It is nec-
essary to take into account the fact that after configuration and 
upgrading firmware of the board, all data can be transmitted to 
the server without a direct connection to a computer, the main 
thing is to have a power source for this device.

This sketch allows you to send data to the port monitor 
of the Arduino Ide software environment (Fig. 7) to check 
the performance of the sensors and to the server’s personal 
channel over a wireless connection (Fig. 8, 9).

The operation of the distance sensor is based on the follow-
ing process: the distance sensor is installed at a remote object, 
the operation of which is based on the triangulation method of 
measuring the distance to the object. Note that the distance 
sensor is included in the block diagram described in [15]; ac-
cording to these diagrams, the sensor is connected to the Wi-Fi 
module. This module receives measured distance values with a 
certain period, which the user can change for his application. 
After that, the received distance values are sent to the server 
via the Wi-Fi module using a router. Based on the technical 
description of the distance sensor and the Wi-Fi module, these 
devices are compatible with each other and can work in the 
same system. The procedure for collecting and transmitting 
distance data is similar to the above procedures for transmit-
ting measurement data of MPU-6050 and MPU-9250 sensors, 
the only differences are unique software sketches.

Table 1

Characteristics of the NodeMCU Wi-Fi power-saving mode

Name
Modem standby 

mode
Standby 

mode
Deep sleep 

mode

Wi-Fi Off Off Off

System clock On Off Off

RTC On On On

CPU On Standby Off

Substrate current 15 mA 0.4 mA 20 μA

Average 
current

DTIM=1 16.2 mA 1.8 mA –

DTIM=3 15.4 mA 0.9 mA –

DTIM=10 15.2 mA 0.55 mA –

 

 
  Fig. 4. Part of the software sketch designed to read measured gyroscope and accelerometer data and transmit them to 	

the server via Wi-Fi
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Fig. 6. Part of the software sketch for transmitting data from the distance sensor via the Wi-Fi module and setting up the 
board for connecting to the server

Fig. 5. Part of the software sketch designed to read measured magnetometer data and transmit them to the server via Wi-Fi

 

 
  

 

 
  

Fig. 7. Output of the measured distance data to the port monitor of the Arduino Ide environment 
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Fig. 10 shows the example of connecting the distance 
sensor to the Wi-Fi module.

Fig. 10. Connecting the distance sensor to the Wi-Fi module 
in the developed distributed wireless system

5. 2. Getting research results at the receiving site of 
the server

All data (Fig. 11–17) is sent to the server, the convenience 
and advantage of this server are that you can find out the time 
and date of receiving a particular value. Based on the data 
obtained, the user can draw conclusions about how the values 
change during long-term monitoring of a remote object.

Fig. 11, 12 show the dates and times of the minimum and 
maximum distance measurements.

Fig. 13 shows the available formats for exporting 
distance measurement results, and Fig. 14 shows the mea-
surement data from research results in the Xml format. 
This format allows the user to process data for future 
embedding of these values in a separate HTML file. The 
HTML file is widely used when creating local pages using 
the MQTT server, which allows expanding the methods 
of monitoring and collecting the received data at the re-
ceiving site.

Fig. 13. Selecting the format for exporting measured 
distance readings

Fig. 15–17 show the results of experiments with initial 
measurements of the MPU-9250 sensors. In the course of the 
experimental work, the position of the building layout was 
changed every 15 seconds. Changes in the inclination angle 
and orientation in space were measured along three axes and 
the measurement results were sent using a Wi-Fi network 
from the sensors to the server.

 

 
  Fig. 8. Graph of measured distance data on the server 

 
  Fig. 9. Displaying the last distance measurement on	

 the server

 

 
  

 

 
  Fig. 11. Minimum value of measured distance with detailed 

description of date and time

 

 
  Fig. 12. Maximum value of measured distance with detailed 

description of date and time
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The obtained measurements allow the researcher at 
the receiving site to see all deviations, jumps and possible 
errors in the network in the form of graphs. Processing 
the initial measurement data made it possible to correct 
all inaccuracies and errors occurring in the network. The 
configuration and successful testing of sensors and devices 

included in the wireless distributed network, as well as the 
construction of a wireless network, allows installing these 
sensors on any construction site or bridge structure.

Fig. 18, 19 show the available formats for exporting 
gyroscope, accelerometer and magnetometer measurements 
along the available axes of the research work.

 

 
  Fig. 14. Output of all measured data in the Xml format

 

 
  

 

 
  

 
  

Fig. 15. Accelerometer readings during initial measurement: a – along the X-axis; b – along the Y-axis; c – along the Z-axis

a b c
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5. 3. Features of modes, operating methods and 
ways to ensure the reliability of the distributed sys-
tem

Measurements in the distributed system allow high-
lighting the following features:

Fig. 16. Gyroscope readings during initial measurement: a – along the X-axis; b – along the Y-axis; c – along the Z-axis

Fig. 17. Magnetometer readings during initial measurement: a – along the X-axis; b – along the Y-axis; c – along the Z-axis

 

 
  

a

 

 
  

 
  

b
 

  

 
  

c
 

  

 
  

a
 

  

 
  

b
 

  

 
  

c
 

  

 
  Fig. 18. Export of gyroscope and accelerometer data in 3 formats

 

 
  Fig. 19. Export of magnetometer data in 3 formats
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– all measured analog data of the sensors are automati-
cally digitized using built-in ADC and displayed as results 
on the created server channel. To create a channel, it is 
necessary to specify its name 
and set the number of windows 
with graphs (indicated in the 
settings as “field”) to receive 
sensor data or other addition-
al data. As shown in Fig. 20, a, 
the maximum allowed number 
of graphs for obtaining data is 8,  
and in Fig. 20, b, the creat-
ed channels are displayed, the 
maximum number of which is 4. 
In this regard, one account 
will allow working with 32 pa-
rameters on the server at the 
same time, and when working 
in the system with several ac-
counts, the number of parame-
ters will increase several times.

– the possibility to select any 
point on the graph and view the 
date and time of the measure-
ment at any point;

– the possibility to select 
power mode;

– the server automatically 
creates a coordinate system for 
displaying the results in the form 
of graphs;

– the possibility to export 
the received data in 3 for-
mats (json, xml, csv);

– displaying the last result as 
a measuring device, a display with 
a number or a lamp indicator;

– the possibility to process 
measurement results in the Mat-
lab software environment, with-
out leaving the site and with-
out installing this program on a 
computer (Fig. 21, 22). 

It should be borne in mind 
that data transmission over any 
network should be as secure as 
possible. In the experimental 
part of the work, the first step in 
data protection is to create a log-
in and password in the server’s 
personal account (Fig. 23, a). 
The second step of protection: 
each created channel has its own 
encryption keys (Fig. 23, b), 
without which the Wi-Fi mod-
ule will not be able to create a 
connection, so, this key is writ-
ten in the Arduino Ide software 
sketch (Fig. 23, c). The third 
step of protection is access to the 
data of the Wi-Fi network itself, 
the login and password of which 
are also specified in the Arduino 
Ide software sketch (Fig. 23, c). 

In this regard, it can be argued that protection against 
someone else’s access to data, and even more to changing the 
programming sketch, is at a good and reliable level.

 

 

 
   

 
  

a

b
Fig. 20. Working with channels on the server to receive data: 	

a – configuring a new channel; b – list of available channels on the server
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  Fig. 21. Buttons for processing received data using Matlab on the server

 

 
  Fig. 22. Server window for processing data in Matlab 

 

 
  

 

 
  

 
 

 
  a b

c	
Fig. 23. Configuring data security: a – authentication on the server; b – window for setting channel encryption keys; 	

c – setting the encryption key and Wi-Fi parameters in the Arduino Ide software environment



Information and controlling system

47

6. Discussion of the results of studying the parameters  
of the distributed Wi-Fi system

Due to the proper Wi-Fi module that supports 4 power op-
tions, power consumption is reduced. Depending on the type 
and frequency of the study, each user chooses his own power 
mode. To reduce power consumption, the deep sleep mode was 
selected and configured in the developed distributed system, 
during which the following work was performed:

1) connecting the module with a Wi-Fi access point;
2) performing a task such as reading the sensor value, 

posting an MQTT message, and others;
3) sleep for a certain number of microseconds. Sleep time 

is measured in microseconds. According to ESP8266 SDK, 
the device can operate in this mode only for 4.294.967.295 μs, 
which is about 71 minutes;

4) these processes can be repeated several times.
The dimensions of the devices (Wi-Fi module and sen-

sors) selected in the system are small, the entire circuit occu-
pies a small area, which allows the system to work at remote 
sites in hard-to-reach places, thereby solving the issue of 
autonomy. The choice of devices used in the system is made 
so that the programmable part does not complicate the work 
of researchers in the field under study and can be adjusted 
to new conditions without the help of professional pro-
grammers. Despite this, the written sketches provide high 
reliability of the transmitted information due to the fact 
that a universal programming environment has been chosen 
and the system is configured so that the authentication and 
encryption processes take place in several stages (Fig. 23).

The obtained measurement results and the possibility 
of their processing make it possible to conduct remote on-
line monitoring. Research results can be viewed using any 
device with access to the global Internet. As you know, 
today Internet access is carried out using a variety of de-
vices (smartphones, tablets, laptops, computers, minicom-
puters, etc.). Thus, the distributed wireless system solves 
the problem of configuring and compatibility of equip-
ment at the receiving site with the transmitting device.

To resolve the issue of conducting a full analysis and pro-
cessing of the results, a server was selected that provides the 
ability to export data and process results in the embedded 
Matlab software environment (Fig. 22) without leaving a 
personal account. The measured output data and results in 
the system can be processed in various ways. For example, 
all research results can be recorded manually and, filling in 
data sets, dependencies of parameter changes can be built – 
in this case, the researcher can see all possible errors. But the 
process of manually filling in all the results takes much time 
and human factors may arise when entering data, which will 
lead to errors. Therefore, the created system has the ability 
to export all data in a convenient format and process all the 
results in the Matlab software environment.

The transmission of measurement results takes at least 
15 seconds, due to the fact that the collection and reception 
of data on the server take a certain time. In this regard, the 
server will not have time to receive results every second due 
to the specifics of configuration. But this minimum time 
does not affect the overall quality and system’s performance. 
This is because the measurement of distances between 
cracks and joints, magnetometer readings, location and 
possible inclination of objects in three axes according to the 
accelerometer and gyroscope data is periodic and does not 
require updating the results every second.

In addition to the minimum time limit, there are also lim-
itations associated with installing additional libraries in the 
Arduino Ide software environment. When replacing sensors or 
selecting updated versions of Wi-Fi modules in the future, it 
will be necessary to reprogram the boards taking into account 
the new versions of libraries. If the configuration is performed 
from one computer and there is a need to reconfigure the system 
elements from another computer, all the libraries and modules 
should be added on the new computer being configured. But 
this task is not difficult, all libraries and boards are available 
in all versions of the Arduino Ide software environment, the 
licensed version of which is available in free space.

The research based on the use of the wireless distribut-
ed system described in the paper should be developed with 
implementation in other areas, using and replacing the corre-
sponding control elements in problem areas. In addition to the 
parameters of the distances of cracks and joints, magnetometer, 
gyroscope and accelerometer readings, it is necessary to devel-
op a study of problematic issues in such areas as agriculture, 
ecology, power, health care, meteorology and others. For ex-
ample, for agriculture, the possibility of remote monitoring of 
soil temperature and moisture is being expanded. In the field of 
ecology, it will be possible to remotely observe the dynamics of 
water pollution or air quality. In the power industry, it will be 
possible to remotely control the power modes of remote objects, 
depending on the load of the sensors used. In health care, it will 
be possible to implement a system for remote measurement of 
heart rate, body temperature or pressure. In meteorology, the 
system will be able to monitor climate changes. In other words, 
by conducting a similar study in these areas using the devel-
oped system, it is possible to achieve reliable monitoring results 
in a simple, remote and reliable way.

7. Conclusions

1. After comparing all available devices, suitable sen-
sors: MPU-6050 (China), MPU-9250 (China) and HC-
SR04 (China) and Wi-Fi modules: Node MCU belonging 
to the esp8266 family are selected. The modules selected in 
the distributed system operate using Wi-Fi technology, the 
advantages of this technology and the validity of choosing it 
were described in [16]. When choosing sensors that perform 
the functions of a gyroscope, accelerometer, magnetometer 
and distance measurement, the possibility of installing them 
in hard-to-reach places was taken into account, and the choice 
of Wi-Fi module was based on the possibility of configuring 
an energy-saving mode. A unique software sketch has been 
developed in the Arduino Ide environment, which provides re-
liable communication between the transmitting and receiving 
sites of the wireless distributed system. The proposed concept 
of building an automated wireless system, which ensures min-
imum power consumption, will allow creating efficient and 
low-cost systems for autonomous round-the-clock monitoring 
of the state of load-bearing structures. The elements used 
in the system contribute to the monitoring of the technical 
condition and will prevent accidents, increase the service life 
and improve the accuracy, information content and quality of 
forecasting the state of bridge structures and buildings.

2. Data reception is carried out using individual channels 
created on the server, each channel is configured individually, 
based on the researcher’s requirements. Each created channel 
is able to receive up to 8 parameters, and the server used allows 
one user to create up to 4 channels to choose from, thereby 
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ensuring the scalability of the research volume as needed. The 
server used in the wireless distributed system is configured to 
store all measured data by date and time. All research results 
are saved and display numerical values on the server in the cre-
ated personal channels. The ability to process research results 
helps the researcher assess the quality of the wireless communi-
cation system and detect errors for timely correction.

3. Of the 4 power modes, the module deep sleep mode is 
selected. This is because the modem standby and standby 
modes are useful when you want the ESP8266 module to 
work while some functions are disabled. But if serious power 
control is needed, it is necessary to switch to the deep sleep 
mode. The total average current is less than 1 mA. At 2.5 V, 
the current requirement is only 20 μA.

4. In the distributed system, the security of transmitted 
data was ensured in several stages. To gain access to the 

data receiving channel, a server was selected that requires 
authentication only of those people who have access to the 
study. Encryption keys were generated for updating the 
firmware of boards and binding them to sensors and the 
server. To build a wireless communication line, Wi-Fi tech-
nology was chosen that protects transmitted data using the 
WPA2 PSK technology, which only researchers who have 
access to the work have access to.
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