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the volume of fraudulent transactions to USD 35.67 billion. 
Hereinafter, we shall consider such transactions to be fraud-
ulent that involve funds in the client’s account used by third 
parties, without the consent or permission of the account 
holder.

It should also be taken into consideration that there is 
now a trend around the world to introduce strategies to 
digitalize economic relations, in particular, the introduc-
tion of the “Bank-as-a-Service” concept by banks, which 
implies a significant increase in the burden on payment 
services. This can be expected to further exacerbate the 
issue of payment fraud.

1. Introduction

Data on the global financial statistics show that total 
losses from fraudulent transactions around the world are 
constantly growing. Although banks understandably do 
not advertise their losses, the urgency of the issue is shown 
by independent assessments from reputable news agencies. 
Thus, according to research [1, 2], from 2012 to 2017, the to-
tal losses from fraudulent bank card transactions (including 
credit, debit, and Prepaid Cards) worldwide more than dou-
bled, from USD 11.27 billion to USD 22.8 billion. According 
to forecasts, by 2023, the same source assumes an increase in 
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Data on global financial statistics demonstrate 
that total losses from fraudulent transactions around 
the world are constantly growing. The issue of pay-
ment fraud will be exacerbated by the digitalization 
of economic relations, in particular the introduction 
by banks of the concept of "Bank-as-a-Service", which 
will increase the burden on payment services. 

The aim of this study is to synthesize effective 
models for detecting fraud in digital payment sys-
tems using automated machine learning and Big Data 
analysis algorithms.

Approaches to expanding the information base to 
detect fraudulent transactions have been proposed 
and systematized. The choice of performance metrics 
for building and comparing models has been substan-
tiated.

The use of automatic machine learning algorithms 
has been proposed to resolve the issue, which makes 
it possible in a short time to go through a large num-
ber of variants of models, their ensembles, and input 
data sets. As a result, our experiments allowed us to 
obtain the quality of classification based on the AUC 
metric at the level of 0.977‒0.982. This exceeds the 
effectiveness of the classifiers developed by tradition-
al methods, even as the time spent on the synthesis of 
the models is much less and measured in hours. The 
models' ensemble has made it possible to detect up to 
85.7 % of fraudulent transactions in the sample. The 
accuracy of fraud detection is also high (79‒85 %).

The results of our study confirm the effectiveness 
of using automatic machine learning algorithms to 
synthesize fraud detection models in digital payment 
systems. In this case, efficiency is manifested not only 
by the resulting classifiers' quality but also by the 
reduction in the cost of their development, as well as 
by the high potential of interpretability. Implementing 
the study results could enable financial institutions to 
reduce the financial and temporal costs of developing 
and updating active systems against payment fraud, 
as well as improve the effectiveness of monitoring 
financial transactions
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For a long time, only passive methods were used to 
protect against payment fraud, whose essence is to make 
it difficult to access the customer’s account unauthorized. 
At the end of the 20th century, however, the first active de-
fense systems began to emerge. Initially, they were based on 
models for identifying fraudulent transactions formulated by 
experts in the form of verbal rules. For example, if credit card 
payments are made in different countries in a short period of 
time, the transaction is likely to be fraudulent. Such systems 
worked but allowed a significant number of false positives. In 
addition, to maintain the effectiveness of systems at a suffi-
cient level, it is necessary to constantly update the models of 
fraud transaction detection as their effectiveness decreases 
over time.

The digital nature of payment relationships has made 
it possible to significantly automate the development of 
models for identifying fraudulent transactions through the 
use of machine learning and Big Data analysis techniques, 
as shown by studies [3, 4], and others. However, even in 
this case, the development of a system to detect fraudulent 
transactions and its maintenance require considerable time, 
as well as attracting qualified professionals. Taken together, 
this significantly increases the cost of such projects and 
makes them affordable only to large customers.

For these reasons, the next step in the development of 
anti-fraud transaction systems should be the transition to 
the automatic synthesis of models for identifying them. That 
would reduce the financial and time costs to implement 
financial monitoring projects. In addition, temporal cost 
decrease can be expected to improve the relevance of fraud 
detection models and, accordingly, increase their effective-
ness in detecting new types of fraud.

Tools that implement automatic machine learning algo-
rithms that are suitable for big data analysis have become 
available relatively recently. Therefore, the issues relating 
to their use for the synthesis of fraud detection models in 
digital payment systems, as well as the effectiveness of such 
models, are relevant. Of additional interest is the assess-
ment of the cost of model synthesis and training, as well 
as the analysis of the ability to interpret machine learning 
results.

2. Literature review and problem statement

The synthesis of models for identifying fraudulent trans-
actions in digital payment systems is a complex task. This 
requires addressing a series of problems related to the col-
lection and preparation of data, choosing how to process 
them, interpreting the results, and analyzing their effective-
ness [6]. Some aspects of this task have been considered in a 
series of studies, the most relevant of which are listed below.

The task of pre-processing transaction data in digital 
payment systems and the preparation of a training sample 
for further analysis by machine learning methods is tackled, 
specifically, in papers [3, 4, 7, 8]. Their analysis shows that, 
as part of the task under consideration, pre-processing of 
data has a series of features, such as unbalanced data classes 
and a small number of initial variables. This necessitates 
the use of techniques that improve the quality of input sam-
pling data by including additional metrics. However, the set 
of such indicators cannot be clearly defined as it depends 
significantly on the conditions of operation of a particular 
payment system.

Much of the research has been done to examine the ef-
fectiveness of different models and methods for classifying 
transactions. For example, work [9] examines the use of 
a combination of Unsupervised and Supervised training 
methods. Article [10] suggested that a graph-based semi-su-
pervised system should be used to solve the problem. This 
gradually expands the methodology for building fraud-de-
tection systems; it should be noted that recently there has 
been more and more research on the use of resource-inten-
sive technologies such as deep learning and artificial neural 
networks [11, 12]. The main issue with these methods is the 
poor interpretability of the models obtained as a result of 
their application whereas it is the identification of fraud fac-
tors that contributes to the effective control of it.

The analysis [7, 15] revealed that the authors most often 
imply the efficiency to be the quality of classification of 
fraudulent transactions. And on the same samples of data, 
the use of different methods makes it possible to obtain 
generally comparable results. At the same time, insufficient 
attention is paid to the accompanying efficiency factors, 
namely the costs of various resources (temporal, human, 
financial, computational). It is particularly important to re-
duce the time spent on the development and maintenance of 
systems for identifying fraudulent transactions, a factor that 
only [13] pays attention to.

A large part of the studies analyzed [3, 4, 7–11] refer, in 
one way or another, to  a global open data analysis project in 
digital banking payment systems called “Fraud Detection 
with Machine Learning.” The project has been carried out 
since 2013 at a web platform by researchers from Europe, 
the United States, and other countries of the world [14]. 
The results from the participants cover the main stages of 
the process of developing systems for identifying fraudulent 
transactions. The original data are available for free down-
load and study, which has led to their use in this work. A big 
advantage of using the data of this project is the ability to 
compare the results obtained by different researchers.

Papers [3, 4, 7, 12, 16–18] focused on the use of such 
processes and methods of the input data analysis, which are 
fully under the control of the researcher. This is useful for 
investigating global patterns in data, but, in practical imple-
mentation, there are drawbacks such as high requirements 
for the researcher’s qualifications, as well as a lot of time 
spent developing the analytical system and its subsequent 
maintenance.

To address these shortcomings, some authors have already 
attempted to partially automate the synthesis of machine 
learning models to analyze payment transactions [11, 13]. 
However, even though their results show the prospect of 
automatic synthesis of models within the subject area under 
consideration, this task has not yet been fully solved.

Thus, our analysis of the scientific literature has revealed 
that the task of identifying fraudulent transactions in digital 
payment systems requires a further solution. In particular, it 
is necessary to elucidate the issues related to improving the 
efficiency of both the models themselves and the processes of 
their synthesis and use.

3. The aim and objectives of the study

The aim of this study is to synthesize effective models for 
detecting fraud in digital payment systems using automatic 
machine learning algorithms.
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To accomplish the aim, the following tasks have been set:
‒ to define the methodological basis of the study, which 

implies setting a task, justifying the choice of methods and 
algorithms for solving it, as well as the criteria for evaluating 
its effectiveness; 

‒ to consider the construction of an information base of 
transactions in digital payment systems;

‒ to prepare and conduct experiments on the synthesis of 
fraud detection models in digital payment systems using auto-
matic machine learning algorithms and to analyze their results; 

‒ to analyze the possibilities of interpreting the result-
ing models and extracting knowledge from them about the 
most significant factors and patterns inherent in fraudulent 
transactions.

4. Materials and methods to study the fraudulent 
transactions in digital payment systems

General provisions. 
The task of identifying fraudulent transactions in digital 

payment systems can be stated as follows:
Let there be an A dataset array containing a set of vec-

tors = 1 2 ,{ , ,..., },i i i i ma a a a  each of which describes some of the 
parameters of a single user transaction in the payment sys-
tem. The A array is formed and supplemented dynamically in 
the process of payment system operation. It should be noted 
that it includes only transactions that have already been 
confirmed by passive control methods (checking the balance 
in the account, checking the PIN, etc.).

However, these data are not enough to build a system to 
detect fraudulent transactions as the vector ia  lacks infor-
mation about the nature of the operation, which can only 
be added post factum. This information is added to the A 
array as a binary parameter { }∈ true|falseif  after the final 
transaction calculations have been successfully completed, 
or after the claim from the account holder has been made 
for unauthorized write-offs. In statistics, the “true” or “pos-
itive” value typically corresponds to the onset of the event 
under study, that is, in our case, the transaction falls into the 
“fraudulent” category. The value of “false” or “negative” cor-
responds to a normal (genuine) transaction. The process of 
forming information about the transaction is conditionally 
shown in Fig. 1.

Fig. 1. Building an information base for a system for 
identifying fraudulent transactions

The result of the process shown in Fig. 1 is a database 
containing information about bank customer transactions 
made during the analyzed period and marking transactions 
to “regular” and “fraudulent.” 

The task of identifying fraudulent transactions is based 
on the assumption that there is some correlation φ(·) between 
the values { }1 2 ,, ,...,i i i ma a a  and the corresponding fi value, the 
knowledge of which would make it possible to determine the 
value of fi directly, based on the values { }1 2 ,, ,...,i i i ma a a  (Fig. 2).

In a given form (Fig. 2), the task under consideration is 
a binary classification problem and belongs to the group of 
predictive problems of data mining [19]. Solving this type of 
problem employs a “Supervised learning” approach. It im-

plies the division of the input sample of data into a training 
and test sample, after which the parameters of the classifiers 
are set up based on the training sample and controlled based 
on the test sample. 

Fig. 2. The process to identify fraudulent transactions based 
on established dependences

Choosing methods to solve the problem of identifying 
fraudulent transactions.

There are various methods to solve the problems of bina-
ry classification. In the context of this study, it is advisable 
to divide them into “fast” and “slow.” Among the “fast” 
methods that require relatively little computational cost, as 
regards the problem of fraud detection, one can distinguish 
discriminatory analysis [16], decision trees [20], random for-
ests [21], Bayesian networks [17], and others. “Slow” meth-
ods that require high computational costs but give the best 
result of classification include artificial neural networks. 
And both the neural networks of classical architecture [18] 
and the more complex convolutional neural networks are 
successfully used [22].

The disadvantage of most of these methods is poor inter-
pretability. That is, the resulting model is a kind of “black 
box” whose principle of action cannot be analyzed.

Exceptions include decision trees and methods built on 
their basis. Decision trees themselves and the methods to 
build them are a relatively “weak” classifier, that is, they 
have less accuracy compared to “slow” methods. However, 
this issue can be resolved by scaling, as it has been proven 
that a strong set of “weak” classifiers can be used to assem-
ble a strong one [24]. The methods of synthesis of a strong 
classifier from the weak ones are termed “boosting”. As a 
result, one can get an ensemble of models, which has both 
high accuracy and good interpretability.

At the same time, the task of synthesis of an ensemble of 
models has the attributes of a combinatorial one. Therefore, 
its solution requires significant computational resources. 
The synthesis algorithms of tree-based classification models 
are constantly improving. Currently, the best results are 
shown by the algorithms XGBoost and LightGBM. The first 
one is a little more accurate in some cases but the second one 
works almost twice as fast [21, 29].

The use of model ensembles in the task of detecting 
fraudulent transactions is not yet well understood but 
the available evidence suggests that the use of ensemble 
learning could produce good results [23]. Combined with 
the high potential for the interpretability of synthesized 
models, this has led to the choice of a given method in 
this study. 

Choosing the performance metrics for transaction classi-
fication.

Since it is impossible to estimate the effectiveness of a 
particular model or their ensemble in advance, then, regard-
less of the technique to synthesize the models, the choice of 
the best classifier of several is made. Naturally, the ideology 
of sorting the solutions under automatic and manual ways is 
radically different. The main engine for obtaining the best 
solution in manual sorting is the experience and intuition 
of the developer, and with automatic ‒ the algorithms and 
computing resources. 
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To measure the effectiveness of binary classification, the 
most common are the metrics based on the confusion matrix, 
whose general form is shown in Table 1.

Table 1

Confusion matrix

Transaction genuine class

P N

Predicted trans-
action class

P TP FP

N FN TN

Abbreviations in the Confusion matrix are read and un-
derstood as follows:

– N – negative (genuine transaction);
– P – positive (fraud transaction);
– TN – true negative (genuine transaction, which is pre-

dicted as genuine);
– FN – false negative (fraud transaction, which is pre-

dicted as genuine);
– FP – false positive (genuine transaction, which is pre-

dicted as fraud);
– TP – true positive (fraud transaction, which is predict-

ed as fraud).
Based on data from a confusion matrix, more than 15 dif-

ferent metrics are calculated and used in the statistical analy-
sis of binary classifiers [16, 17]. In mathematics, the first- and 
second-class metrics are traditionally used to analyze the 
quality of binary classifiers. However, in highly unbalanced 
samples (such as payment transaction data), the results of 
calculating these errors become inconvenient to use. In such 
cases, precision and recall metrics are more adequate:

=
+

TP
.

TP FP
Precision 	 	 (1)

Precision shows how many of those who received the 
“fraud” label are indeed fraudulent.

=
+

TP
.

TP FN
Recall 	 	 (2)

Recall shows how many “fraud” transactions have been 
identified from the total number of transactions. This metric 
is also called Sensitivity. Similarly, another common metric, 
True Positive Rate (TPR), is calculated.

One of the features of calculating the Precision and 
Recall metrics is that an improvement in one of them can 
usually be achieved by degrading the other. Thus, setting 
up a classifier comes down to finding the optimal balance 
between Precision and Sensitivity. It should be noted that 
errors associated with misclassification of positive outcomes 
tend to be much more costly than misclassification of neg-
ative outcomes. Therefore, when setting up classifiers, one 
tends to get a high value of Recall at an acceptable Precision.

Another common metric for evaluating binary classifiers 
is the graphic curve Receiving Operating Characteristic 
(ROC). The chart shows the ratio between True Positive 
Rate (TPR) and False Positive Rate (FPR) metrics when the 
classification threshold is changed.

=
+

FP
FPR .

FP TN
		  (3)

The diagonal line on the ROC curve corresponds to a 
“useless” classifier, that is, a model based on random event 
classification. In practice, such models, of course, do not 
apply, but, in the analysis of binary classifiers, they are used 
as a “base” to determine their effectiveness. The further the 
chart moves away from the diagonal up, the better the qual-
ity of the resulting classifier.

In addition to the visual comparison, the Area Under 
Curve (AUC) metric is also calculated based on a ROC 
curve. It is obvious that the “useless” model corresponds to 
the value of AUC=0.5, and, for classifiers of varying degrees 
of efficiency, ∈AUC (0.5; 1].   

There are also other metrics that make it possible to 
reveal in more detail an aspect of the effectiveness of the 
examined classifier [25]. However, there is a high level of 
correlation between the results obtained using different met-
rics, that is, if the solution is effective for the main metrics, it 
will be quite effective for others, as well.

5. Results from the use of automatic machine learning 
algorithms to detect fraud in digital payment systems 

5. 1. Features of building an information base to de-
tect fraudulent transactions.

As shown above (Fig. 1, 2) the process of identifying 
fraudulent transactions implies the existence of some infor-
mation base containing data on customer transactions and 
their markup to “regular” and “fraudulent”. 

Raw data from the information system of banks, or pay-
ment organizations, contain a technical minimum of infor-
mation about transactions, which includes a relatively small 
set of parameters, including:

‒ date and time;
‒ the amount of the transaction (in the transaction cur-

rency and the currency of the account); 
‒ the currency of the transaction;
‒ customer ID;
‒ the merchant/terminal ID through which the transac-

tion was made; 
‒ the type of identification procedure carried out; 
‒ the authorization code, or the issuer’s bank response if 

the transaction is rejected.
For a series of reasons that are detailed below, this set of 

parameters is not sufficient to effectively identify fraudulent 
transactions. This necessitates additional data preparation 
procedures. 

Thus, when using machine learning methods, additional 
information, which is usually contained in related relational 
databases, should be immediately added to the input sample. 
This is because machine learning methods are focused on 
analyzing data arranged in flat tables.

In order to effectively detect fraud, in addition to the 
information available in the databases of the bank or pay-
ment organization, it is necessary to add to the data external 
information (for example, a posteriori assessment of various 
risks associated with the transaction) [26, 27]. 

The process of adding such information is termed “fea-
ture augmentation.” Its necessity is due to the fundamental 
limitations inherent in methods focused on line-by-line data 
analysis, which were formulated for the first time in [28] for 
the perceptron neural networks, but are also true for most 
other machine learning methods:
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‒ the inability to generalize their characteristics to new 
stimuli or new situations; 

‒ the inability to analyze complex situations in an ex-
ternal environment by decomposing them into simpler ones; 

‒ the limitations in problems related to the invariant 
representation of images.

Expanding the feature augmentation by adding informa-
tion that clarifies the current situation reduces the impact of 
the specified restrictions. This information can be of several 
kinds:

‒ additional information that is not contained in the 
transaction’s original data, but expands knowledge about it 
(for example, associated risks); 

‒ the information that can be obtained as a result of 
vertical data analysis (for example, the average, maximum, 
minimum parameter values); 

‒ the information obtained from empirical analysis mod-
els, which are usually formulated as a “condition” ‒ “con-
sequence” (for example, signs of transactions subject to 
mandatory financial monitoring). In fact, such models can 
be considered micro-expert systems.

An analysis of research in the field of monitoring and de-
tection of fraudulent transactions [4, 22] has made it possible 
to formulate the following list of additional parameters for 
building a machine learning information base:

‒ the assessment of the risk of the terminal/merchant in 
which the transaction takes place; 

‒ the assessment of the merchant’s risk in which the pre-
vious transaction was made; 

‒ the assessment of the risk of the merchant category; 
‒ the estimates of geographic risk (continental, country, 

regional); 
‒ assessing the risk of the card issuer; 
‒ assessments of other risks (related to the age and 

gender of the client, language group, place of the previous 
transaction, transaction amount, etc.);

‒ the total amount of customer transactions for the peri-
od under review; 

‒ the minimum amount of a customer’s transaction for 
the period under review; 

‒ customer data (age, gender, etc.); 
‒ additional transaction parameters (the use of special 

identification technologies, time, information about accept-
ing, or rejecting the transaction, etc.).

Thus, the original dataset can be expanded from 8 pa-
rameters to 25‒30 (depending on the availability of informa-
tion in the bank’s databases and the available risk assessment 
capabilities). 

In practice, building a representative information base 
for investigating fraudulent transactions involves solving the 
problem of finding a large enough sample of reliable evidence 
for analysis. The issue is due to that employees of banks and 
payment organizations consider the transaction data of their 
customers as confidential, and provide them for research 
only to commercial developers, subject to contractual terms.

The only dataset with real-world data containing param-
eters similar to the above is available for free study as part 
of the Big Data Mining and Fraud Detection Project [14]. 
The dataset contains actual credit card payments from cus-
tomers of Western European banks, and has the following 
parameters:

– the dataset contains 284,807 transactions, including 
492 cases of fraud identified post-factum (Fig. 1). This rep-
resents only 0.172 % of the total sample. Thus, the data sam-

ple is heavily unbalanced. This skew is typical of real data of 
digital payment systems and is due to the fact that the actual 
number of fraudulent transactions is relatively small;

– the sample contains 30 inputs and 1 output variable. Of 
these, only 3 variables (“Time,” “Amount,” “Class”) contain 
name-appropriate transaction data that are not subject to 
additional conversions. The remaining variables, demanded 
by the European law, for the preservation of confidentiality, 
are converted into dimensionless values, and their titles are 
replaced with conditional (V1, V2, ..., V28);

‒ there are no missed values in the dataset;
‒ there are no cardholder identifiers, so all transactions 

can be considered independent of each other.
The list of parameters contained in this dataset is listed 

in [7]. This set generally corresponds to the above list of 
parameters, which makes it possible to use it in our study. It 
should also be noted that in accordance with the 2016 ruling 
of the European Union (General Data Protection Regula-
tion, GDPR), personal data can be provided only in a fully 
anonymized form, which does not allow their deanonymiza-
tion. Therefore, the dataset used is processed using the main 
component method; most of the variable names have been 
replaced with conditional ones. Despite some discomfort in 
interpreting the results, this can be interpreted as positive 
as part of the study’s goal, as it reduces the subjectivity of 
assessments.

5. 2. Description of experiments on the automatic 
synthesis of models of detection of fraudulent transac-
tions

Choosing tools. 
There are currently two main approaches to creating 

automated machine learning software:
1. Cloud-based solutions. They include data analysis pro-

posals from leading software corporations ‒ Amazon, Goo-
gle, IBM, Oracle, Microsoft. All of them are commercial and 
provide a well-developed toolkit for dealing with customer 
data uploaded to the provider’s cloud service. However, 
the National Bank of Ukraine, like many other regulators, 
requires banks and other subjects of primary financial mon-
itoring to keep their data in Ukraine. This makes it impossi-
ble to use any cloud solution [5].

2. Using data automatically locally. There are both full-
fledged commercial solutions and software products that are 
distributed free of charge under open Apache Foundation li-
censes, which have worse service capabilities. There are also 
hybrid solutions, based on free tools packaged in the user’s 
graphical interfaces. The goal of creating such products is to 
automate the implementation of basic algorithms and meth-
ods of machine learning.

Among the latter, the choice of software products to im-
plement ensemble learning is limited to options such as the 
MATLAB 2020 implementation, the Python programming 
language library, several R programming language libraries, 
and the specialized H2O Driverless AI software product. 
However, only the last of these products provides the possi-
bility of fully automatic operation, at which the participation 
of the human researcher is limited to the stages of stating the 
task and analyzing the results [29, 30]. In addition, a given 
product is available for free for academic applications, which 
has led to choosing it for this study.

Preliminary data analysis. 
The most resource-intensive stages of model synthesis us-

ing automatic machine learning algorithms are experimenting. 
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It is therefore advisable to analyze the main characteristics 
of data before the machine learning procedures are launched 
in order to determine their suitability for further research.

These characteristics include, first of all, the 
distribution of individual parameters, the value 
of the correlation between them, the presence 
of outliers in the data. This information helps 
identify some patterns in the data before the 
experiment begins, as well as to detect and, in 
some cases, eliminate errors that could negative-
ly affect the results of subsequent experiments.

The results of the analysis of relationships in 
data are shown in Fig. 3 in the form of a network 
correlation graph.

Analysis of Fig. 3 shows that all correlations 
identified in the sample are quite weak (the 
network graph shows them in the same shade). 
Since there are no parameters with a strong 
correlation, there is no need to thin the data. 

One can also note the correlation between the 
output of variable Class (denoting that the trans-
action belongs to “genuine” or “fraud”) and the V14 
input variable. This suggests a significant impact 
of this variable on the result. The chapter below 
will discuss the importance of variables further.

At the same time, it should be taken into consideration 
that the correlation factor shows a linear degree of connection 
between the data elements. Therefore, at the non-linear nature 
of the links, including highly unbalanced samples, the results 
of correlation analysis should be taken critically. They can only 
be used to thin out parameters with strong mutual correlation. 

Consider the emissions analysis using the example of 
“Transaction Amount” (Fig. 4).

Analysis of Fig. 4 shows that most transactions are 
characterized by amounts between EUR 0 and 2,500. 
Of the 284,807 transactions, only 4 were made for large 
sums. In developing a system for identifying suspicious and 
fraudulent transactions in the context of implementing a 
risk-oriented approach in the anti-money laundering pro-
cess, this makes it possible to set a threshold for transac-
tions through automatic or manual monitoring. Currently, 

the amount set by law, the equivalent of UAH 400,000, 
or approximately EUR 13,000 (at the time of writing the 
paper) [6], is used to determine the cut-off threshold for 
transactions subject to financial monitoring. In our case, 
its reduction to EUR 5,000 will not complicate the work of 
monitoring services but will reduce risks.

Setting the parameters of the experiment.
In this case, parameters such as Accuracy, Time, Inter-

pretability are set, determining, accordingly, the speed of the 
calculation of models, the necessary accuracy of the experi-
ment, and the suitability of the results for verbal description.

Separately, in the process of setting the parameters of 
the experiment, one should highlight establishing a metric 
to determine the quality of classification of the sorted mod-
els. Using the selected automatic machine learning system 
limits the selection of criteria to the following: Accuracy, 
AUC, AUCPR, F05, F1, F2, Gini, LogLoss, MacroAUC, 
MCC (Matthews Correlation Coefficient). Features of the 
application of these criteria are given in Table 2.

Note that Table 2 misses the explicit forms of the above 
Precision and Recall metrics. Instead, comprehensive crite-
ria F1, F0.5, F2, AUCPR, based on both metrics, can be used 
at the same time.

Our experiments have shown that in the context of oper-
ating a highly unbalanced sample of data, not all metrics were 
suitable for the procedure of automatic synthesis of machine 
learning models. Thus, when using the AUCPR metric based 
on the combination of Precision and Recall, the resulting 
model failed to adequately recognize fraudulent transactions. A 
similar situation occurred when using the MCC metric. At the 
same time, good results were obtained when using the LogLoss 
and Accuracy metrics; they are discussed in more detail below.

Thus, it can be concluded that the process of selecting the 
best metric in the task of detecting fraud in digital payment 
systems is weakly formalized. Several experiments with dif-
ferent criteria should be conducted to get the best result.

One should also distinguish between the metrics used 
in the process of automatic synthesis of models and metrics 
that are used to compare results. This study uses the AUC 
metric as the latter. Its value is given in many studies into our 
chosen data sample as part of the Big Data Mining and fraud 
detection project [14] and can be used to compare with the 
results by other researchers. The AUC metric was not used in 
the automatic model synthesis to keep the experiment virgin.

 

Fig. 3. Network correlation graph between variables in a 
credit card transaction dataset

 

 

Fig. 4. Analysis of data emission based on the parameter 	
“Transaction Amount” 
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Description of our experiments and their main results. 
We conducted several experiments on the automatic 

synthesis of the ensembles of models to identify fraudulent 
transactions in digital payment systems. The main differenc-
es between the conditions of the experiments were the use 
of different metrics for determining the quality of classifica-
tion, as well as in the volumes of data analyzed.

Because the synthesis of an effective classifier employs 
the sorting out of a variety of variants by the genetic al-
gorithm, the software requires significant computational 
resources. In our experiments, the H2O Driverless AI plat-
form was launched under the Linux operating system on a 
hardware configuration that included 12 CPU cores and 
32 Gb RAM.

Below are the results from two experiments to identify 
fraudulent transactions that yielded the best results.

Experiment-1 analyzed the full data set. The main clas-
sification quality metric for model synthesis is LogLoss. 
This classification experiment was completed in 3 hours and  
37 minutes. The classifier construction’s results used 20 of 
the 30 original features and 137 of the 3,872 constructed 
(synthetic) features. 

The following steps have been taken in the process 
of automatically constructing the fraudulent transactions 
classifier:

– download data ‒ identify column types; 
– pre-process the objects ‒ converting untreated objects 

into numerical ones. 
– set up models and functions.
This stage combines the setting of random hyperparam-

eters with the choice and generation of functions. Functions 
in each iteration are updated using the variable value from 
the previous iteration as a probabilistic one before deciding 
which new functions to create. The model with the best 
characteristics and functions is then transferred to the next 
stage. During Experiment-1, 21 models were trained and 
evaluated to assess the characteristics and parameters:

– evolutionary selection of features.
At this stage, a genetic algorithm is used to find the best 

set of model parameters and to transform the features to be 
used in the final model.

During Experiment-1, in this step:
– we found the best data representation for the final 

learning model by creating and evaluating 3,872 features in 
33 iterations; 

‒ 79 models have been trained and evaluated to further 
assess the features (synthetic parameters) that have been 
designed; 

‒ the final model is an ensemble of 3 Imbalanced LightGBM 
models whose basic parameters are given in Table 3.

Table 3

The basic parameters of the ensemble of models obtained 
from Experiment-1

Model 
index

Type
Model 
weight

Cross-vali-
dation zone 

quantity

Input 
parameter 
quantity 

0 
Imbalanced-

LightGBMModel 
0.25 5 24

1 
Imbalanced-

LightGBMModel 
0.4219 5 20

2 
Imbalanced-

LightGBMModel 
0.3281 5 105

According to the report generated by the system, the 
stage of the evolutionary selection of features was the most 
resource-intensive. It accounted for 87 % of the system’s 
total operating time. 

Consider the quality indicators of the resulting transac-
tion classifier. 

The Driverless AI system automatically splits training 
data to determine the performance of the model settings 
and the stages of feature construction. For our experiment, 
Driverless AI randomly assigned two-thirds of the sample for 
training and 1/3 to test its results. 

The confusion matrix of the experiment’s results is given 
in Table 4.

Table 4

Confusion matrix for Experiment-1

Transaction genuine class

P N

Predicted transaction class
P 388 67

N 104 284,248

It follows from the analysis of Table 4 that a given ex-
periment analyzed 284,807 transactions, of which 492 were 

Table 2

Choosing quality classification metrics based on the characteristics of the task to be solved

Metric
Estimate 
based on

Feature of application

LogLoss Probability 
Assesses how close the projected model values are to the actual target value. Log Loss is a forecast uncertainty 

metric based on how different it is from the actual value

MCC Class Effective for using unbalanced data

F1 Class
Metric F1 is also called a balanced F-estimate or F-measure. F1 is useful if one needs to strike a balance be-

tween precision and recall

F0.5 Class Analog to F1 but gives more weight to Precision

F2 Class Analog to F1 but gives more weight to Recall

AUC Class Area Under the Curve of errors. One of the common metrics

AUCPR Class
Area Under the Curve «Precision‒Recall»: a convenient forecast quality metric for unbalanced data. A high score 

close to 1.00 shows that the classifier returns accurate results (high precision), as well as returns most of all positive 
results (high level of recall)

Accuracy Class The overall accuracy assessment improves the interpretability of the results
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fraudulent in reality. At the same time, the model correctly 
identified 388 (78.9 %) fraudulent transactions. The re-
maining 104 fraud transactions (21.1 %) were interpreted by 
the system as genuine. In addition, 67 genuine transactions 
were interpreted by the system as a fraud. 

The Receiver Operating Characteristic Curve chart and 
the appropriate Area Under Curve (AUC) value are shown 
in Fig. 5.

Fig. 5. ROC-curve for Experiment-1

The value of AUC=0.98249 is good in itself, but, when 
analyzing the unbalanced dataset, the final decision on the 
choice of the classifier can be made only after the AUC val-
ues are compared to all classifiers.

Experiment-2. The main differences from Experiment-1 
were:

‒ accuracy is the main metric for the quality of classifica-
tion in the synthesis of models.

‒ to reduce the calculation time, the input sample of data 
has been reduced to 100,000 lines.

The following results were obtained: an ensemble of the 
Imbalanced LightGBM models was built to predict the class, 
taking into consideration 30 original features from the input 
dataset. This experiment ended in 1 hour 8 minutes (1:08:00) 
using 3 out of 30 original features and 31 of the 2,803 con-
structed features. The total number of inputs is thus 34, which 
is almost 5 times less than that in Experiment-1. 

The final model is an ensemble of 2 models of Imbalanced 
LightGBM whose basic parameters are given in Table 5.

Table 5

The basic parameters of the ensemble of models obtained 
from Experiment-1

Model 
index

Type
Model 
weight

Cross-vali-
dation zone 

quantity

Input 
parameter 
quantity 

0 
Imbalanced-

LightGBMModel 
0.6957 5 20

1 
Imbalanced-

LightGBMModel 
0.3043 5 14

2 
Imbalanced-

LightGBMModel 
0.0 5 20

It should be noted that in the parameters of the experi-
ment it was indicated to use 3 models in the ensemble but, 
in the course of training, the automatic synthesis system 
determined that the best result is obtained with 2 models. 

The confusion matrix of the experiment’s results is given 
in Table 6.

Table 6 

Confusion matrix for Experiment-2

Transaction genuine class

P N

Predicted transac-
tion class

P 191 46

N 32 99,730

It follows from the analysis of data in Table 6 that this 
experiment analyzed a total of 100,000 transactions, of 
which 223 were actually fraudulent. 191, or 85.6 % of fraud-
ulent transactions, were correctly identified. The remaining 
32 fraud transactions (14.4 %) were interpreted by the sys-
tem as genuine. In addition, 46 genuine transactions were 
interpreted by the system as a fraud.

Fig. 6 shows the Receiver Operating Characteristic Curve 
chart and the corresponding Area Under Curve (AUC) value.

Fig. 6. ROC-curve for Experiment-2

The analysis of Fig. 6 shows that the AUC metric for 
Experiment-2 (0.97733) was slightly lower than that for Ex-
periment-1 (0.98249) but this difference is negligible.

The comparative analysis of the effectiveness of the 
models’ ensemble synthesized during Experiment-2 and Ex-
periment-1, by calculating the Precision and Recall matrices, 
based on Table 3 and Table 4, produced the following results: 

For Experiment-1:

= =
+1

388
0.85;

388 67
Precision

= =
+1

388
0.79.

388 104
Recall

For Experiment-2:
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= =
+2

191
0.806;

191 46
Precision

= =
+2

191
0.857.

191 32
Recall

Thus, in the second experiment, we managed to get some 
better (by 8.5 %) Recall metric results showing how many 
“fraud” transactions were able to be identified from the total 
number of transactions. 

The Precision metric, which shows how many transac-
tions that received the “fraud” label were indeed fraudu-
lent, was 5.1 % worse for the second experiment than that 
for the first.

A comparison of the results from experiments for statisti-
cal metrics, considered in Table 2, is given in Table 7.

Table 7

Comparative analysis of classification quality metrics in 
Experiments 1 and 2

Metric
Improve-

ment 
direction

Value for a model selection 
criterion

BestLogloss 
(Experi-
ment 1)

ACCURACY 
(Experiment 2)

ACCURACY higher 0.99945 0.99929 1

AUC higher 0.98249 0.97733 1

AUCPR higher 0.79529 0.76437 1

F0.5 higher 0.85889 0.84219 1

F1 higher 0.83447 0.84252 2

F2 higher 0.83601 0.8644 2

GINI higher 0.96498 0.95466 1

LOGLOSS lower 0.0031047 0.0040622 1

MACROAUC higher 0.98249 0.97733 1

MCC higher 0.8356 0.84357 2

It follows from Table 7 that, in terms of statistical clas-
sification quality criteria, in most cases, the best model was 
the model built during Experiment-1. At the same time, 
from the point of view of the bank, or payment organization, 
the result for the Recall metric is somewhat more important 
than the result for the Precision metric. Thus, in practice, the 
ensemble of models obtained as a result of Experiment-2 is 
likely to be selected.

Let us compare the results of our experiments with the 
results from other studies of the same Dataset, which were 
conducted by traditional methods, with the involvement of 
machine learning specialists. An analysis of the most exten-
sive research in this area [7] shows that the various models de-
veloped by the author are characterized by an AUC value from 
0.83 to 0.96. That is, according to formal criteria, the quality 
of the automatically synthesized model of the classifier was 
better than the result obtained by manual synthesis. More-
over, the cited work, published in 2015, actually summarizes 
the research of its author, which began in 2013 [4]. In other 
words, the development of these models took about 3 years.

Since the task of automatic synthesis of ensembles of 
models refers to combinatorial ones, it has great computa-
tional complexity. Consequently, the capability to effectively 
implement automatic machine learning algorithms is largely 

due to the available computing resources and their cost. To a 
large extent, the possibility of a positive result is due to the 
intensive development of computing, which reduces the cost 
of computing by half every 1.5‒2 years. Therefore, in order 
to more accurately compare the effectiveness of different 
ways of synthesizing models, a correction should be made for 
the progress in the development of computing.

In 2020, for example, a productive enough hardware 
platform, including 12 CPU cores and 32 Gb RAM, was 
used for experiments. At the time of writing this paper, the 
computer’s configuration used was priced at approximately 
USD 2,000. In this case, operating this configuration cannot 
be considered very comfortable because, to get the best re-
sult, one needs to conduct several experiments with different 
global settings, which takes several days.

If one takes advantage of the above-mentioned pattern, 
known as Moore’s Law, we can determine that in 2013‒2015 
the cost of a hardware platform of comparable performance 
was USD 16,000‒USD 32,000, or the time of experiments 
would have increased to about 1 month. Thus, even with the 
correction for the development of computing, the develop-
ment of models for detecting payment fraud using automatic 
machine learning algorithms is significantly faster. Conse-
quently, in the framework of the considered task, automatic 
learning makes it possible to find no less effective solutions 
than the traditional methods of model development.

5. 3. Analysis of the synthesized models from an inter-
pretability perspective

Machine-synthesized models can be considered as some 
kind of a “black box”, that is, a closed system that performs 
some function but is not known how. It is possible to increase 
its practical significance by revealing the operational princi-
ples of such a system, as well as the causal link between the 
input factors and an output variable. However, the interpret-
ability of results is still one of the main problems relating to 
machine learning. To date, there are only methods that make 
it possible to assess the significance of individual factors for 
forecasting. And even such methods in themselves require a 
large cost of computing resources. This study, to determine 
the variables’ significance, uses the Shapley calculation re-
sults’ values:

( ) ( ) { }( ) ( )( )
/{ }

! 1 !
,lim

!i x
S N i

S n S
p p S i p S

n →∞
⊆

− −
ϕ = ∪ −∑ ,	 (4)

where { }( )∪p S i  is the prediction of a model that uses the 
i factor; p(S) is the prediction of a model that does not use 
the i factor; n is the total number of factors; S is the arbi-
trary set of factors without the i factor. 

The result of analyzing the significance of variables, 
based on the results from Experiment-1, is given in Table 8. 
To reduce the size of the table, it provides only the top 
10 variables in terms of significance.

Table 8 shows that of the original variables, only V14 
made it to the top 10 in terms of significance but, at the same 
time, reached the top position. This is consistent with the re-
sults of the earlier correlation analysis (Fig. 3). The remain-
ing variables in the top 10 are synthetic, that is, combined 
from others. However, because the composition of clusters 
of the synthetic variables is also given in Table 8, its analysis 
allows us to note the high significance of the V17, V10, V4, 
V18 variables, as well as some others.
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Because the resulting classifier is based on the decision 
trees, representing major dependences as a tree is one of the 
best ways to visualize and interpret the established depen-
dences (Fig. 7).

An analysis of the decision tree, in this case, makes it 
possible to evaluate only the set of variables that have the 
strongest impact on the result. These include V17, V14, V10, 
V18, which is in good agreement with a set of variables ob-
tained using Shapley values. For the case of impersonal vari-
ables, analyzing Fig. 7 does not make it possible to extract 

more information. However, if the input variables make eco-
nomic sense, the decision tree becomes one of the best tools 
for machine learning in terms of interpretability of results.

6. Discussion of the application 
of automatic machine learning to 

synthesize payment fraud  
detection models

Our analysis of the basic parame-
ters for the task of detecting fraudulent 
transactions has revealed that it is in-
herently a binary classification prob-
lem; therefore, an appropriate meth-
odological base can be used to solve 
it. This finding has shaped the further 
course of our study, including the selec-
tion of a group of methods based on the 
principle of “supervised learning”, as 
well as appropriate tools and metrics for 
evaluating the quality of the solution.

At the same time, given the very 
small number of fraudulent transac-
tions in the total volume of payment 

system transactions (significantly less than 1 %), the task to 
detect them can also be considered as a search for anomalies 
in the data. In this case, the problem to be solved should be 
attributed to the tasks of the descriptive group. In solving 
such problems, an approach based on the principle of “unsu-
pervised learning” [32] can be applied. In this case, the input 

Table 8

The significance of the input variables of the models’ ensemble built as a result of Experiment-1

No. Attribute Description Synthesis method
Relative 

importance

1 7_V14 V14 (Orig) None 1.0 

2 38_ClusterDist50: V10: V14: V17: V4.14 
Distance to the cluster center after parsing 
the columns [‘V10’, ‘V14’, ‘V17’, ‘V4’] into 

18 clusters. Distance to cluster # 14
Cluster distance 0.6031 

3 58_ClusterID50: V10: V14: V17: V18: V4 
Assigning a centroid after segmenting the 
columns [‘V10’, ‘V14’, ‘V17’, ‘V18’, ‘V4’] 

into 50 clusters 

58_ClusterID50: V10: 
V14: V17: V18: V4 

0.6018 

4 38_ClusterDist50: V10: V14: V17: V4.15 
Distance to the cluster center after parsing 
the columns [‘V10’, ‘V14’, ‘V17’, ‘V4’] into 

18 clusters. Distance to cluster # 15 
Cluster distance 0.5321 

5 66_ClusterDist20: V10: V14: V4.2 
Distance to the cluster center after parsing 

the columns [‘V10’, ‘V14’, ‘V4’] into 
11 clusters. Distance to cluster # 2

Cluster distance 0.4933 

6 38_ClusterDist50: V10: V14: V17: V4.17 
Distance to the cluster center after parsing 
the columns [‘V10’, ‘V14’, ‘V17’, ‘V4’] into 

18 clusters. Distance to cluster # 17
Cluster distance 0.4 

7 38_ClusterDist50: V10: V14: V17: V4.13 
Distance to the cluster center after parsing 
the columns [‘V10’, ‘V14’, ‘V17’, ‘V4’] into 

18 clusters. Distance to cluster # 13
Cluster distance 0.3635 

8 37_ClusterDist10: V10: V14: V4.2 
Distance to the cluster center after parsing 
the columns [‘V10’, ‘V14’, ‘V4’] into 7 clus-

ters. Distance to cluster # 2
Cluster distance 0.325 

9 38_ClusterDist50: V10: V14: V17: V4.5 
Distance to the cluster center after parsing 
the columns [‘V10’, ‘V14’, ‘V17’, ‘V4’] into 

18 clusters. Distance to cluster # 5
Cluster distance 0.2668 

10 38_ClusterDist50: V10: V14: V17: V4.8 
Distance to the cluster center after parsing 
the columns [‘V10’, ‘V14’, ‘V17’, ‘V4’] into 

18 clusters. Distance to cluster # 8
Cluster distance 0.259 

 

 

Fig. 7. Decision tree built in the process of interpreting the results from 
Experiment-1
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sample is divided into clusters, without taking into account 
the fi feature (Fig. 1), after which the clusters containing 
the largest number of fraud values are determined, and the 
profiles of these clusters are interpreted as the attributes of 
potentially fraudulent transactions. It is advisable to check 
the effectiveness of this approach in further research.

The issues of pre-preparation of data and the formation 
of an information base for research are still not sufficiently 
formalized. Attempts to use raw transaction data in payment 
systems as the only source of information inevitably lead to 
inefficient solutions. This is predetermined by that in addition 
to internal factors, there are still a large number of external 
factors that also influence the likelihood of a given transac-
tion to be fraudulent. Our paper offers the main directions of 
information search for expanding the input data vector and an 
indicative list of additional parameters. However, it remains 
to be studied whether our list of parameters is exhaustive and 
whether additional parameters can be added to it that could 
improve the quality of classification. In addition, the process 
of pre-preparation of data takes quite a long time, due to its 
weak formalization.

Our study has shown that in terms of the quality of clas-
sification (Fig. 5, 6) the model synthesized in an automatic 
mode is at least as good as the results obtained by other 
researchers using traditional approaches to data analysis. 
Formally, the resulting classifier has proven to be even some-
what more accurate. Thus, in our experiments, the matrices’ 
values of AUC=0.97733 and AUC=0.98249 were obtained 
while other authors, when studying the same sample of data, 
received the values of AUC=0.96 and below. These results 
can be explained by that the synthesis of models sorts out 
many variations of both the composition of input parameters 
and the structure of the models. In addition, it is obvious 
that the problem itself is well suited to solving it by automat-
ic machine learning methods.

The experiments also helped determine the difference be-
tween results obtained using the global optimality criteria, 
based on Logloss and Accuracy metrics. As shown by data 
from Table 7, using Logloss makes it possible to obtain some 
better results.

A significant advantage of the methods considered to 
detect fraudulent transactions is their good interpretability. 
An analysis of Table 8, automatically generated at the end of 
the models’ ensemble synthesis process, makes it possible to 
establish the effect of different variables in the input vector 
of the data on the result. The possibility of obtaining such 
results is due to the use of models based on decision trees.

Among the drawbacks of using automatic machine learning 
algorithms, we, first of all, must note the cost of computation, 
which remains quite high, as noted above. Moreover, if the 
system’s resources are not enough for the current needs of 
automatic machine learning algorithms, the process of model 
synthesis would be interrupted. As the data sample size increas-
es, so does the cost of computing resources. In our experiments, 
the rate of such growth exceeded the linear one because the 
processing of a sample of 100,000 lines took 1 h 08 m while the 
processing of the sample of 284,000 lines took 3 hours 36 m.

Among the factors requiring further study is the lack of 
formalization of procedures for selecting the optimal clas-
sification quality metric for the automatic model synthesis 
algorithm operation. This now requires several experiments 
to select the best outcome. Therefore, the formalization of 
these procedures could significantly reduce the overall cost 
of time and computing resources. 

In practical terms, the results reported here can be improved 
by using internal banking data that are free of the limitations of 
the dataset used. In particular, the considered observations 
cover only one month ‒ September [14], that is, they do not take 
into consideration the seasonal features of credit card fraud.

Another factor influencing the results obtained is that 
the dataset has been devoid of cardholder identifiers, so all 
transactions are considered independent of each other. The 
inclusion of Card IDs in the dataset would make it possible 
to compile individual profiles based on customer transaction 
data and further use the identified deviations from these pro-
files as an additional indicator in fraud transaction detection.

These factors necessitate additional research during the 
implementation of our results in the operation of real banks 
and payment organizations. At the same time, there are areas 
to further improve the results of the study [31]. Specifically, 
it would be useful to develop a solution to the problem in 
question from the perspective of finding anomalies in the 
data and to consider its advantages and disadvantages, com-
pared to the one proposed in our paper.

7. Conclusions

1. Underlying the formation of the methodological base 
of our study is the hypothesis that there is a correlation 
between the vector of transaction parameters and whether 
the transaction is fraudulent or not. Accordingly, the task 
of identifying fraudulent transactions in digital payment 
systems has been stated as a binary classification problem. 
Based on such a statement of the problem, the tools to solve 
it have been selected (the ensembles of classifiers based on 
the decision trees XGBoost and LightGBM). The criteria 
for assessing the effectiveness of the considered problem are 
based on an analysis of the results’ confusion tables. Specifi-
cally, Precision and Recall metrics have been used.

2. Our experiments involved data on the actual credit 
card payments of customers in Western European banks. 
The dataset contains 284,807 observations, including  
492 cases of fraud, representing 0.172 % of the total sample. 
Thus, the data sample is highly unbalanced, which is typical 
of the considered problem.

3. The result of our experiments, carried out by using auto-
matic machine learning algorithms that make it possible, in a 
short time, to sort out a large number of variants of models and 
the composition of input data, is the quality of classification, 
in terms of the AUC metric, from 0.97733 to 0.98249. This 
is a high result and exceeds the effectiveness of the classifiers 
developed by traditional methods. The ensemble of models has 
allowed us to detect up to 85.7 % of fraudulent transactions in 
the sample. At the same time, the accuracy of detecting fraudu-
lent transactions is also quite high (79‒85 %).

4. The most significant variable is the risk inherent in the 
merchant’s terminal. That is, in order to effectively execute 
financial monitoring, it is first of all necessary to block the 
identified channels of illegal transactions.
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devices of the Internet of Things concept to providing access 
to television and infocommunication services [2].

The widespread use of wireless networks of Standard 
802.11 leads to a series of negative factors causing delays and 
errors during traffic sessions. However, the main task set at 
the design stage is the achievement of the maximum possible 
bandwidth capacity of the channel and its stability for the 

1. Introduction

At the present stage of technical development, wireless 
networks of the 802.11x standard family have become quite 
widespread [1]. Such networks are cost-effective, easy to 
build and maintain and have a fairly high bandwidth ca-
pacity. The range of their use is quite wide: from combining 
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A method of estimating the effective data rate in 
channels of the Standard 802.11 was proposed. It pro-
vides for the measurement of the main energy parame-
ter using the software and hardware of the subscriber 
device. This method is based on the empirical models of 
statistical relationships between the main parameters 
of the channel which are obtained on the basis of exper-
imental studies using monitoring algorithms. The solu-
tions obtained during the implementation of this method 
make it possible to take into account the maximum pos-
sible number of destabilizing factors and significant-
ly reduce the time of assessment of the effective data 
rate. It should be noted that this method can be used for 
technical diagnostics of wireless networks of Standards 
802.11x at the stages of network design and operation.

It was established that when using the coefficient 
of energy efficiency, a significant error in the displace-
ment of the points of intersection of the linear and log-
arithmic mathematical model occurs. This can lead to 
a discrepancy between the mathematical estimates of 
the effective data rate and real values. The statistical 
relationship gives a smaller error; however, it increases 
requirements for empirical studies to obtain the maxi-
mum possible reliability.

One of the features of the proposed method is the 
reliability of assessment of the effective data rate. This 
reliability depends on three main factors: accuracy of 
assessing the results based on which the mathematical 
model was obtained; estimation of fluctuation inter-
vals and characteristics of the Standard 802.11 equip-
ment of different manufacturers. The last factor can 
be considered as a disadvantage that involves the cre-
ation of a database of parameters of the model of sta-
tistical relationship for different devices with correc-
tion coefficients
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od, statistical relationship
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