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This paper reports the construction of an effective mechanism for syn­
thesizing classification trees according to the fixed initial information in 
the form of a training sample for the task of recognizing the current state, 
as well as flood phenomena, of river basins. The built algorithmic clas­
sification tree could unmistakably categorize the entire training sam­
ple underlying the constructed classification scheme. Moreover, it would 
demonstrate minimal structural complexity by including components such 
as the algorithms for autonomous classification and recognition to serve 
the structure’s vertices. The devised method for building the models of 
algorithms’ trees makes it possible to operate training samples composed 
of a large amount of diverse information of discrete type. It ensures high 
model accuracy, the rational utilization of the system’s hardware resources  
in the process that generates the final classification scheme, thereby mak­
ing it possible to build models with predetermined accuracy. The pro­
posed approach to synthesizing the new recognition algorithms is based on  
a  library of already known algorithms and methods. Based on the pro­
posed concept of algorithmic classification trees, a set of models was 
built that ensured effective categorization and prediction of flood-related  
events across the Tisza river basin. The proposed indicators of data gene­
ralization and quality of the classification tree model make it possible 
to effectively represent the general characteristics of the model allowing 
their application to select the optimal algorithm tree from a set of random 
classification tree methods. The classification trees built have ensured the 
absence of errors on the data of the training and test sample and have con­
firmed the efficiency of the approach of algorithm trees
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1.  Introduction

The tasks that are related to classification are very di-
verse and are tackled in the modern world in all sectors of 
economics and the social context of human activity. This 
necessitates building and investigating mathematical models 
of relevant systems. Currently, there is no universal approach 
to solving them; several general theories and approaches have 
been proposed to solve different types of problems. However, 
a large number of applied tasks, in different areas of natural 
science where the categorization problems are addressed us-
ing software and hardware systems, determine the intensity 
and relevance of this area of research [1–3]. The concept 
of classification trees makes it possible to effectively tackle 
the problems involving data based on arbitrary scales when 
information is assigned in a natural form. To date, different 
approaches to the construction of recognition systems (RS) 
in the form of logical classification trees (LCT) are relevant, 
with interest in recognition methods involving LCT caused 
by a series of useful properties that they possess. Work [4] 
examines the basic aspects of decision tree diagrams; pa-
per [5] introduces methods of branched selection of features 
based on a statistical branching criterion. The case of classifi-
cation tree structures based on fixed criteria is an evolution-
ary development of LCT structures based on a direct transfer 
scheme [6]. Moreover, an important feature of the concept of 
classification trees is their high versatility, the possibility of 
applying to a wide class of applied tasks [7, 8]. One possible 
direction of application of the concept of classification trees 
involves tasks associated with the prediction and categori-

zation of flood-related phenomena. Flood phenomena are 
known to cause significant damage to both the economic and 
environmental sectors of the public economy and business. 
They flood and exclude from economic turnover significant 
agricultural land, settlements, destroy the residential areas 
and industrial enterprises, dams, transport infrastructure, 
there are even human casualties. Therefore, a comprehensive 
study of the conditions that form flood-related events in 
terms of the categorization of meteorological, hydrographic 
phenomena is a necessary stage for the further justification 
of new procedures aimed at forecasting ways to overcome 
critical environmental situations.

2.  Literature review and problem statement

Study [9] proposes a scheme of generating the LCT struc-
ture based on a stepwise selection of elementary attributes, 
the disadvantage of which is the heavy dependence of model 
complexity on the effectiveness of the final minimization, the 
procedure of tree pruning. Papers [10, 11] suggest a modular 
scheme to build classifiers in the form of classification tree 
structures, which makes it possible to circumvent the lim-
itations of conventional decision tree methods. Work [12] 
proposes an effective scheme for generating generalized fea-
tures based on constructing the sets of hyperparallelepipeds. 
The disadvantage of such a scheme is the limitations on the 
structure of the initial training sample and the non-univer-
sality in applied terms. The issues of assessing the structural 
complexity of LCT models at the minimization stage are  
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considered in work [13]. The authors of [14, 15] report that 
the resultant classification rule, which is built by an arbitrary 
method or by an algorithm of the branched choice of features, 
has a tree-like logical structure. They emphasize the issue of 
choosing a qualitative criterion of branching. A logical tree 
consists of vertices that are grouped into tiers, established at 
a certain step when building a recognition tree [16]. There 
is a debatable issue related to the effective minimization of 
the structure of the built model of the classification tree.  
An important task tackled in work [10] is the issue of synthe-
sis of recognition trees, which would actually be represented 
by the tree of algorithms. This approach could make it pos
sible to construct new classifiers based on a modular principle.  
A potential disadvantage of this structure is greater resource 
costs and processor time during the model synthesis phase. 
Unlike existing methods, the main feature of tree recogni-
tion systems is that the significance of individual attributes, 
groups of attributes, or algorithms is defined relative to the 
function that sets the parsing of objects into classes [17, 18]. 
Work [19] addresses the basic issue of choosing a branch-
ing criterion in the structure of a classification tree scheme 
whose selection could be influenced by the specificity of the 
problem. The issues of generating and interpreting classifica-
tion rules in the LCT structures are tackled in [20]. The task 
of assessing the informativeness of the attributes [21] in the 
construction of classification tree vertices remains principal 
and requires further research into the pre-processing and 
analysis of the structure of initial data [22]. Moreover, the 
disadvantage of the functionality of assessing the quality of 
attributes in the cited papers is the existence of restrictions 
in terms of generating the LCT structure. Thus, study [23] 
considers fundamental issues related to the generation of 
decision trees for the case of low-informative attributes.  
A potential to improve the cited study could be the use of 
combinations and sets of attributes in order to generate infor-
mative vertices of LCT structures. The ability of LCT/ACT  
structures (logical and algorithmic classification trees) to 
perform one-dimensional branching to analyze the impact, 
importance, quality of individual variables makes it possible 
to treat variables of different types in the form of predicates. 
For the case of ACT models, the issue of assessing the quality 
of relevant branching structures, autonomous classification 
algorithms, remains relevant [11]. To improve the methods 
of ACT structures, there is a search for effective criteria for 
branching the structure of trees. This concept of logical trees 
is actively used in data intelligent analysis where the goal is 
to synthesize a model that predicts the value of an objective 
variable based on a set of initial data at the system input. 
Paper [24] considers an important issue of analyzing the 
quality of classification of sets of decision trees. A possible 
way to improve the overall categorization quality is the use 
of ensembles of decision trees, the use of bugging and boost-
ing mechanisms [25, 26]. Note that these schemes would 
provide the necessary accuracy of a classification model only 
if there is an effective branching criterion [27]. In this case, 
checking the built LCT models might involve a cross-valida-
tion scheme reported in work [28]. The disadvantage of this 
approach is the resulting complexity of classification models 
and the need for the procedure of final pruning of the model. 
As regards the applied aspect, there are a significant number 
of methods and algorithms that implement the concept of 
decision trees; however, among them, the following two have 
become common (C4.5/C5.0, a Ross Quinlan scheme; and 
the CART scheme, Classification and Regression Tree). The 

C4.5/С5.0 scheme uses the so-called theoretic information 
criterion as a criterion for node selection; the CART algo-
rithm is based on the calculation of the Gini index (a statisti-
cal indicator of the discrepancy of an attribute), which takes 
into consideration the relative distances within the metric 
between class distributions. The main examples, parameters, 
mechanisms of operation of a given scheme of classification 
trees can be found in open resources [29–32]. There, the 
disadvantage is relatively weak efficiency in terms of vertex 
selection compared to other modern methods and schemes 
of LCT structures. The main idea underlying the methods 
and algorithms for branching the selection of features, and 
vertices of ACT algorithms can be defined as the optimal 
approximation of some initial TS by a set of ranked classi-
fication algorithms. Then there is a central issue from [10]: 
the task to choose an effective branching criterion, the selec-
tion of vertices, attributes, signs of discrete objects for LCT 
schemes and ACT algorithms. These fundamental tasks are 
considered by the authors of [33] when addressing the issues 
related to the qualitative assessment of individual discrete 
features, their sets, and fixed combinations, which makes it 
possible to introduce an effective mechanism for the imple-
mentation of branching in the structure of a logical tree. The 
further advancement of the cited work is the transition from 
discrete attributes to independent classification algorithms. 
Important issues that remain include the convergence of 
the process of building classification trees according to the 
methods of branched selection of features and the issue of 
choosing a criterion for terminating the process of logical 
tree synthesis. The concept of classification trees makes it 
possible to use the combination of attributes and their sets 
as the signs, the vertices of a classification tree structure. If 
one dives deeper and disregards the attributes of objects as 
branching while selecting individual independent recogni-
tion algorithms, evaluated according to TS, a new structure 
of the ACT would be obtained at the output [10, 11]. Thus, 
there is a fundamental need to construct an effective method 
based on the concept of decision trees for recognizing large 
data sets while rationally utilizing the already accumulated 
potential of methods and classification schemes.

3.  The aim and objectives of the study

The aim of this study is to construct effective models for 
categorizing flood-related events (the current state) across 
the Tisza river basin based on the concept of ACT structures.

To accomplish the aim, the following tasks have been set:
– to devise a method and a scheme for constructing ACT 

structures for the classification tasks of a wide spectrum; 
– to build a set of classification models based on a set of 

independent recognition algorithms to categorize the phe-
nomena of the situational status.

4.  The study materials and methods

State the classification problem within a given task. 
Let some set G of objects x is assigned with R, the partition 
into the finite number k of subsets (classes, representations) 

Hi (i = 1,…,k), G Hi
i

k

=
=1


.  The corresponding sets H1, …, Hk 

would be called representations, and the elements of the 
set G – images or H1, …, Hk representation representatives.  
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Objects (images) x are assigned by the sets of values of some 
attributes xj (j = 1, …, n). If x ÎHi, it would denote that a giv-
en object belongs to the representation Hi. In a general case, 
representations H1, …, Hk can be assigned by the probabilistic 
distributions p(H1/x), …, p(Hk/x), where p(Hi/x) is the pro
bability (or, in a continuous case, a  probability density) of  
the x (xÎG) belonging to the Hi representation. Let the con-
dition of the problem sets some initial training sample (TS) in 
the form of a sequence of training pairs in the following form:

x f x x f xR m R m1 1, ,..., , .( )( ) ( )( ) 	 (1)

Here, x is an element of the initial TS; fR determines the 
value of a recognition function for a given object. Moreover, 
in addition to the initial TS, a test sample (TeS) (a set of ob-
jects of known class affiliation) is also assigned, as some part 
of the initial TS. Therefore, on the initial condition, TS is 
the totality (fixed sequence) of some sets (discrete objects), 
and each set is the totality of values of some features (attri-
butes) and the values of some recognition functions (RF) 
on this set. Then the totality of attribute values represents 
some image (a discrete object); the recognition function 
value attributes this image to the corresponding representa-
tion [34, 35]. Thus, this work’s task implies building an ACT 
model with parameters p, whose structure L would be optimal  
F(L(p, xi), fR(xi))→opt in relation to the initial data of TS.

At the beginning, let the initial TS in a general form (1) 
be assigned as a sequence of training pairs of known power 
classification m, and some system of length n of independent 
and autonomous recognition algorithms for the initial TS 
a1(x), a2(x), …, an(x). Next, it is required to introduce the 
following sets that represent the parsing of TS data by the 
corresponding algorithms of classification ai:

G x G a xa a ii1
1,..., ,= ∈ ( ) ={ }  i n=( )1,..., . 	 (2)

Note that here, to simplify explanations, each autono-
mous classification algorithm ai(x) generates an output value 
only within a binary set {0, 1}, that is, here ai(x) = 1 in the 
case of the successful classification of object x, and ai(x) = 0 
otherwise. Note that the system of sets Ga an1 ,...,  would actually 
represent a complete phased partitioning of the set G (with 
the growth in the quantity i – that is, the classification al-
gorithms involved), which is implemented by independent 
algorithms a1, …, an. Note that depending on the initial selec-
tion of a set of classification algorithms a1, …, an, some of the 
sets Ga an1 ,...,  may be empty – a case of the unsuitability of one 
particular or more algorithms for the approximation of the 
current TS. Thus, given the above, and similar to the methods 
of selection of sets of elementary features [9], it is possible to 
introduce the following values, which should be considered as 
a certain criterion of branching in the ACT structure:

da a
a a

i

i
S

m1

1

,...,
,..., ;=  ψa a

j a a
j

a a
i

i

i

S

S1

1

1

,...,
,...,

,...,

;=

ρ ψa a j a a
j

i i1 1,..., ,...,max .= 	 (3)

Here, the value Sa an1 ,...,  determines the number of occur-
rences in the initial TS of those training pairs (xS,fR(xS)),  
(1 ≤ s ≤ m) that meet the base condition to belong to x GS a an

∈
1 ,..., . 

Accordingly, the value Sa a
j

n1 ,..., , (j = 0,1,…, k–1) determines 
the number of occurrences in TS of those pairs (xS,fR(xS)), 
(s = 1,…, m) that meet the conditions x Gi a an

∈
1 ,...,  and fR(xS) = j.

Note that if the object is x GS a ai
∉

1 ,...,  for all s = 1, …, m, then 
it is clear that the values δ = 0 and ψ = 0, at (j = 0,…, k–1). 
Thus, here the magnitude δ characterizes the frequency of 
occurrences of the terms of the sequence x1, …, xm of discrete 
objects in the set Ga an1 ,..., , and, accordingly, the value of ψ cha
racterizes the frequency of belonging of some object x to the 
Hj class provided x Ga ai

∈
1 ,..., . Note that the condition x Ga ai

∈
1 ,...,  

is equivalent to the condition that in the a1,…, ai algorithm 
sequences one finds such an algorithm ay that ay(x) = 1. Then 
the δ magnitude characterizes the information efficiency 
of recognizing the belonging of some object x to one of the 
H0, …, Hk–1, classes, of course, if x Ga ai

∈
1 ,..., .

In the next step, again there is a fundamental issue about 
the belonging of an object x to the H0, …, Hk–1 classes, that is, 
the issue of forming a classification rule. It is clear that here 
one should also attribute object x to that Hi class for which  
a simple ratio holds:

ρ ψa a a a
j

i i1 1,..., ,..., .= 	 (4)

Note that here {0 ≤ j ≤ k–1}; ratio (4) represents some 
classification rule, and it is clear to me that the greater the ρ 
value the higher its effectiveness.

Since the only information that represents the partition-
ing of H0, …, Hk–1 representations is the initial TS, the Hj class 
denotes the totality of all training pairs (xS,fR(xS)) within 
TS, which satisfy the fR(xS) = j ratio, that is, meet the con
dition of belonging.

Similarly, the average effectiveness of the H0, …, Hk–1 
representation set recognition, which are assigned by the 
relevant TS using the recognition algorithms a1, …, an, is esti-
mated by the following value:

F a a aS n a a a a
a a

i i

i

1 2 1 1

1

, ,..., * .,..., ,...,
,...,

( ) = ∑ d ρ 	 (5)

Thus, in a given case, the value of FS(a1, …, an) can be con-
sidered an assessment of the approximation of the initial TS 
using a set of independent classification algorithms a1, …, an.

Taking into consideration the very idea of an algorithmic 
classification tree, the value of FS(a1, …, an) can be derived 
for the following reasons. The recognition function F would 
denote some representation that assigns to each a1, …, an set 
some element from the set {0, …, k–1}, that is the correspond-
ing class number.

Therefore, F as RF represents a function in the form of 
FS(a1, …, ai), where a1, …, ai accept values from set {0, 1}. Ac-
cordingly, the RF FS(a1, …, ai) object x, (x ÎG) clearly refers 
to that class (representation) of Hj, (0 ≤ j ≤ k–1), for which the 
following ratio holds:

F a a li1,..., ,( ) =  0 1≤ ≤ −( )l k . 	 (6)

Let the initial TS be assigned in the form of (1), 
one then assumes that the RF F(a1, …, ai) correctly clas-
sifies the set (xj,fR(xj)), (1 ≤ j ≤ m) of data array (1) if  
F(a1(xj), …, ai(xj)) = fR(xj); otherwise, the RF F(a1, …, ai) in-
correctly classifies the training pair (xj, fR(xj)).

Next, let the value mF be the number of all inputs of 
training pairs (xj, fR(xj)) to the initial TS, which are correct-
ly classified by the RF F(a1, …, ai). Introduce the following 
quantity:

τF
Fm

m
= . 	 (7)
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Note that this quantity τF can be considered the overall 
efficiency of the RF F(a1, …, ai) for the initial TS of power m 
relative to some set of classification algorithms a1,…, an.

In the next step, we express a given quantity τF using the 
previously proposed quantities δ and ψ, i = 1, …, n; j = 0, …, k–1. 
To this end, calculate the number of those training pairs 
(xS, fR(xS)) that correctly classify the RF F(a1, …, ai) and for 
which the membership relationship x GS a ai

∈
1 ,...,  holds. Let 

F(a1, …, ai) = l, then the number of all training pairs (xS,fR(xS)) 
that are properly classified (when meeting the basic mem-
bership condition x GS a ai

∈
1 ,..., , fR(xS) = l is equal to Sa

l

1
, …, ai 

(according to the above expressions (3)). It then becomes so 
obvious that the quantity mF introduced above is calculated 
from the following formula:

m SF a a
F a a

a a
i

i

i

=
≤ ≤
∑ 1

1

10 1
,...,
( ,..., )

,...,

. 	 (8)

It should be noted that one can take into consideration 
in formula (8) only those training sets for which the ratio 
Sa ai1

0,..., ≠  is valid (the Sa ai1 ,...,  quantity is similar to the quanti-
ties in (3)). Thus, given the just mentioned comment on (8),  
one can represent the mF quantity in the following form:

m SF a a a a
F a a

a a
i i

i

i

=
≤ ≤
∑ 1 1

1

10 1
,..., ,...,

( ,..., )

,...,

* .ψ 	 (9)

Recall that the τF quantity determines the effectiveness 
of the RF F(a1, …, ai) for the given TS of power m relative to 
the fixed set of classification algorithms a1, …, an. Note that 
here the value of ψ was predefined in expressions (3). In the 
following step, formulae (8), (9) produce the following:

m
m
mF

F
a a a a

F a a

a a
i i

i

i

= =
≤ ≤
∑ d ψ

1 1

1

10 1
,..., ,...,

( ,..., )

,...,

* . 	 (10)

It should be noted that since ψ ρa a
F a a

a ai

i

i1

1

1,...,
( ,..., )

,..., ,≤  the follow-
ing situation emerges:

τF S nF a a≤ ( )1,..., . 	 (11)

Next, the recognition function (4) would be denoted 
through F0; the F0 function would be assigned by the fol
lowing ratio:

F a a ln0 1,..., ,( ) =

if

ψ ρ ψa a
l

a a j k a a
j

i i i1 1 10 1,..., ,..., ,...,max .= =
≤ ≤ −

	 (12)

Then formulae (12) and (10) would directly yield the 
following:

τ d ψF
F

a a a a
F a a

a a

m

m i i

i

n

0

0

1 1

1

10 1

= = =

=
≤ ≤
∑ ,..., ,...,

( ,..., )

,...,

*

dd ρa a a a
a a

ni i

n

F a a
1 1

10 1
1,..., ,...,

,...,

* ,..., .
≤ ≤
∑ = ( ) 	 (13)

Thus, it follows from formulae (11) and (13) for all RF 
F(a1, …, an):

τ τF F≤
0
. 	 (14)

Consequently, the quality assessment of the set of algo-
rithms W(a1, …, an) is the effectiveness of recognizing some 
built ACT structure. Here, the structure of the classification 

tree is assigned by a set of algorithms a1, …, an; the W value 
can be determined for an arbitrary recognition algorithm  
in the structure of the classification tree.

Given the above, one can assume that the ACT structure 
would take a general form shown in Fig. 1. Here, each tier of 
the structure determines the stage of ACT construction in 
the form of the approximation by the current classification 
algorithm аі of a certain part of TS. At every step of the ACT 
model generation (Fig. 1), there is a separate ai classification 
algorithm and a separate corresponding TS or a subset of the 
initial TS; the initial TS in complete composition is given 
only in the first step. During the subsequent stages of build-
ing a classification tree, the power of the TS data array would 
drop due to a set of built-in generalized features (GF) fj that 
would approximate a certain part of the initial TS data. It is 
also important to note that depending on the structure of the 
scheme of ACT construction and the features of the current ai 
algorithm, it is possible, at every step, to generate more than 
one GF fj. In the next step, for the ACT method, the basic cri-
teria for building a classification tree model are introduced: 
the criterion for terminating a branching procedure KStop. 
This criterion regulates the complexity and accuracy of the 
resulting ACT model. The criteria for selecting the branching 
W(a) or selecting a classification algorithm in the current 
step for the classification tree being built.

 

𝑎𝑎1𝑖𝑖  

𝐻𝐻2 𝐻𝐻1 𝐻𝐻𝑘𝑘 
… 
… 

𝑎𝑎2
𝑗𝑗 

𝐻𝐻𝑘𝑘 𝐻𝐻1 𝐻𝐻2 
… 

… 

… 
… 
… 

𝑎𝑎𝑠𝑠𝑣𝑣 

𝐻𝐻1 𝐻𝐻2 𝐻𝐻𝑘𝑘 
… 
… 

Initial TS TS–1 step No. 2 TS(s–1) step No. S TS=0 

Step No. 1 
Tier No. 1 

Step No. 2 
Tier No. 2 

Step No. S 
Tier No. S 

… 
… 
… 

𝑓𝑓11 𝑓𝑓11, 𝑓𝑓21 𝑓𝑓11, 𝑓𝑓11, … , 𝑓𝑓𝑠𝑠1 
 

Set YО=0 𝑓𝑓11+ 𝑓𝑓11,  𝑓𝑓21+ 

Fig. 1. The general scheme of ACT structure (type I)

Thus, based on the above, it is advisable to introduce the 
criterion KStop for terminating the branching process the type 
of (Boolean) procedure for ACT construction, which implies 
checking the power Ppt (HB) of the training sample in the 
following form:

K
P HB

P HBStop
pt

pt

=
( ) =
( ) >







0 0

1 0

, ,

.,

if

if
	 (15)

Note that the classification tree construction proce-
dure continues until KStop = 1; the opposite situation where 
KStop = 0 signals the completion of the ACT synthesis phase. 
Note that it is a fundamental issue for the methods of ACT to 
choose the criterion of branching, evaluation, and selection 
of the ai classification algorithm for the current step in the 
structure of the classification tree model under construc-
tion. It is clear to me that, by analogy with the method of 
TS approximation using a set of ranked elementary features 
as a branching criterion, one can propose an initial assess-
ment of the effectiveness of the set of algorithms (a1, …, ai)  
in the following form:



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 6/4 ( 108 ) 2020

62

W a
P HB

T S
E
S

ki
pt

Uz Uz
Uz

Uzj

k

( ) =
( ) + +





=

∑1

1

*

. 	 (16)

Note that in the proposed functionality (16) the values 
introduced have the following interpretation:

1) k is the total number of classes of the current task, as-
signed by the data partitioning R of the initial TS;

2) TUz characterizes the total time spent building the 
current GF fj; 

3) EUz is the information capacity, the structural comp
lexity of the GF fj built in the current step of the generation 
of an ACT model;

4) SUz represents the total number of discrete objects xi  
in the initial TS that are generalized by a given GF fj;

5) Ppt(HB) is the power of the initial TS or its fixed part 
for the current step of the scheme of ACT construction.

Note that in the formula (16) the summation is carried 
out in all classes assigned by the data array from the ini-
tial TS, although there may be limits on the summation, 
which are due to the structure of the algorithm of building 
the classification tree. An important point in the scheme 
of building the ACT model (Fig. 1) is that at every step of 
the tree algorithm one actually builds its own fixed, one, or  
more – depending on the structure of the algorithm of the 
ACT GF fj. The total number of GF increases with each step 
of the classification tree algorithm, namely the ACT with  
a set of classification algorithms (a1, …, am) generates, rep-
licates a tree-like structure – a tree of generalized fea-
tures (TGF) with the corresponding set of GF (f1, …, fz).

The ACT structure makes it possible to effectively adjust 
the complexity, to retrain the models of the classification tree 
under construction, or to build models of recognition trees 
with predetermined accuracy. It is crystal clear that to com-
pare and select a particular model of ACT from a fixed set, it 
is necessary to highlight the most important characteristics 
of them – the dimensionality of feature space, the number 
of vertices, the number of transitions to the construction of 
the tree, etc. It is necessary to determine their error relative 
to the input array. An important point is the analysis of the 
quality criteria of the derived information models, which de-
pend on the error of the model, the power of the initial array 
of data in TS and TeS, the number of structural parameters 
of the model, and so on. It is clear to all that the critical para
meters of the built ACT model, which need to be minimized, 
are model errors on the data sets of TS and TeS for each of 
the classes. Note that one of the most important indicators, 
which characterizes the basic properties of the resulting ACT 
models, is the basic indicator of the generalization of data 
from an initial TS by a classification tree. This indicator is 
calculated as follows:
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A given indicator of the generalization of the model of  
a classification tree, the ACT structure reflects its basic cha
racteristics and can be applied as a criterion of optimality in 
the procedure of evaluation of an arbitrary tree-like recogni-
tion scheme. For an arbitrary application task, it is important 
to maximize the IMain parameter, which makes it possible to 
achieve the optimal structure of the classification tree. It 
provides for the maximum compression of the initial TS data, 

makes it possible to represent an array of initial data by the 
tree minimal in its structural complexity. Thus, an important 
indicator of the quality of the constructed model in the form 
of a classification tree, taking into consideration the para
meters of ACT structure, is a general integrated indicator of 
model quality in the following form:
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Note that in functionalities (17), (18) the parameters are 
interpreted as follows:

– ErAll is the total number of errors in the ACT model 
on the data sets of the initial test and training samples  
ErAll = Entr+Ettr ;

– MAll is the total power of these two data arrays 
MAll = m+T, where m and T are the TS and TeS powers, re-
spectively;

– FrAll is the quantity that characterizes the total number 
of vertices in the resulting ACT model with resultant fR  
values, that is, the classification tree leaves;

– OUz is the quantity that represents the total number 
of all generalized features, sets of GF in the structure of the 
ACT model;

– VAll is the quantity that represents the total number of 
all types of vertices in the structure of the ACT model;

– NAll is the total number of different autonomous classi-
fication algorithms used in the classification tree model;

– PAll is the total number of transitions between the 
vertices, tiers in the structure of the built model of the clas-
sification tree.

The pi parameter set for the integrated assessment of the 
quality of the classification tree model represents the most 
important characteristics of the classification tree. Note that 
this integrated quality indicator of the ACT model would 
take values within zero and unity.

Thus, the proposed integrated assessment of the quality 
of the classification tree model, the ACT structure reflects 
its basic parameters, characteristics, and can be applied as  
a criterion of optimality in the procedure of evaluation of an 
arbitrary tree-like recognition scheme.

One of the possible directions to apply the concept of 
algorithmic classification trees is the tasks associated with 
forecasting and categorization of flood-related events (based 
on the arrays of meteorological and hydrographic data). It 
is known that flood-related events of the Carpathian region 
cause significant damage to the economic and ecological 
sector of the state economy and business. Therefore, a com-
prehensive study of the conditions that form flood-related 
events in terms of the classification of meteorological (hydro-
graphic) phenomena under modern changing climatic condi-
tions is a necessary stage in the calculation and prediction of 
environmental critical situations.

Note that the regime of surface water runoff of the Tisza 
river basin in the Transcarpathian region is characterized 
by significant territorial unevenness due to climatic, tem-
perature factors, and the influence of mountain ranges of the 
Carpathians. A set of these factors has a decisive impact on 
the formation of seasonal drains. To analyze the conditions 
and causes of the formation of flood-related events on the 
Tisza river in the Transcarpathian oblast in the fall-spring 
period, data from one hydrological (observation) post were 
used, with the monitoring period from the beginning of 1995 
to 2012 inclusive. Note that, according to its water regime, 
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the river Tisza can be attributed to rivers with a flood regime 
of the Carpathian subtype – where flood-related events are 
observed mainly in the time interval of the fall-spring period. 
Usually, such flood-related events are termed the floods of 
the cold season; they are observed between October/No-
vember and April/May. It is clear to all that modern climate 
change should be accounted for – the limits of warm and 
cold periods are not constant from year to year; the basis for 
determining their onset and end were mainly basic meteoro-
logical conditions.

An important feature of the Tisza river basin, unlike other 
river basins in the western region of Ukraine, is the formation 
of flood-related events of mixed origin on the basis of snow 
and rain drains, most often with a dominating rain compo-
nent, which occur in most observations during the fall-spring 
period of the year. Moreover, this mode of water performance 
is due to the climatic features of Transcarpathia, the presence 
of mountain ranges, the movement of atmospheric fronts, and 
other factors. It should be emphasized that in the basins of 
the year within the Transcarpathian region rainy, snow-rain 
flood-related events of different intensity and duration are 
repeated with a frequency of up to 4–6 times per calendar 
year of observations. On the other hand, it should be noted  
that as a result of intense snowfall, the corresponding pro-
cess of snow retreat, purely snowy flood-related events 
are observed in the Tisza river basin. Moreover, it should 
be noted that annual maxima only due to the melted non- 
waterways of the Transcarpathian region are quite common. 
Thus, the annual highs of cold-season floods often signifi-
cantly exceed the highs of the warm period, respectively. 
Flood phenomena of the cold period are longer in time and 
occur more often; the maximum water flows of cold season 
floods are greater than the maximum of the warm season by  
almost 2.5 times.

The initial parameters for a given applied problem to 
categorize flood-related events in the Tisza river basin are 
given in Table 1.

Note that the monitoring of a river basin has specific 
features (it may even be unique within a certain observation 
area), which are predetermined by that the river is one of 
the quite dynamic objects of nature. Moreover, it requires  
a largely individual approach, due to geography, conditions of 
formation, water regime, etc. Consequently, the monitoring 
of the riverbed is associated with a large space and significant 
time costs, as well as a change in the frequency of obser-
vations. Thus, the tasks of the observation station include 
a complete characteristic not only of purely hydrological 
objects’ attributes but the general geological and geomor-
phological conditions of the river basin. The general model 
of flood-related events is described on the basis of 18 features 
that have different natures and are formed on the basis of 
many years of observations in the Tisza river basin. Among 

these attributes, the following defining characteristics can be 
distinguished, the sets of parameters of the river basin:

1. The total density of the river canopy of the observation 
sector is the ratio of the length of all surface runoffs of the 
riverbed (kilometers) to the size of the total area of the ba-
sin (in square kilometers) in the corresponding observation 
sector. Note that a given parameter is calculated separately 
for each observation station.

2. The coefficient of riverbed curvature at the observation 
site is the ratio of the actual length of the river (observation 
area) to the length in a straight line from the source to mouth. 

3. The parameter of the type of river terraces – a feature 
that characterizes the geological peculiarities of the river-
bed structure at the observation site; it accepts values from  
the set {1...6}.

4. The average width of the riverbed (AWR) at the 
observation site is the parameter for the Tisza river basin 
characterized by sharp changes in values depending on the 
observation station where measurements are carried out.

5. Conditional water level (CWL) is the parameter that 
is typically the average level of water observed during the 
year over the period when the river is free of ice cover. This 
level is defined as the arithmetic average of daily level values 
over a limited period (from flood decline to the onset of ice 
phenomena). They approximately determine the period and 
height of the low, constant, and intermediate level, which is 
accepted as conditional; the next step implies the calculation 
of the operational level that exceeds the conditional level.  
In the event of exceeding, it is used as a growth value to re-
duce all current observations to a conditional level.

6. The parameter of the mean depth of a riverbed (MDR) 
at the observation site. For the Tisza river basin, it is cha
racterized by quite large discrepancies for different areas of 
observation. 

7. The parameter of the general mode of the river is the 
parameter that characterizes the features of water supply and 
runoff of the riverbed at the observation site; it accepts values 

from the set {1...10}.
8. The parameter of a river  

temperature regime (RTR) cha- 
racterizes the temperature re-
gimes of the river at the ob-
servation site; it accepts values 
from the set {1...50}.

9. The parameter of an ave
rage river flow rate (RFR) cha
racterizes the average rate of 
water flow in the middle of the 
riverbed at the observation site.

10. The parameter of the maximum surface river flow 
rate is different from the RFR parameter and is measured on  
a regular basis for the section of observations of the riverbed.

11. The parameter of average daily water consumption of 
the river at the observation site.

12. The parameter of riverbed relief type characterizes 
the complexity of the riverbed relief at the observation site; 
it accepts values from the set {1...20}.

5.  The study results

5. 1. A method of algorithmic classification trees
The devised ACT method makes it possible to build the 

models of classification trees of different types; all of them are  

Table 1

Parameters for the problem to categorize flood-related events in the Tisza river basin

Station 
number

Feature 
space dimen-
sionality – N

Initial TS 
data array 
power – M

TeS data 
array  

power – S

Total number of 
classes based on the 
TS data parsing – l

Ratio of objects from 
different TS classes – 

(H1/H2/H3)

1 18 6.118 500 3 76/108/5.934
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based on a simple idea of approximating the initial sample by 
a set of autonomous classification algorithms and represent-
ing the resulting model in the form of some tree-like scheme. 
An arbitrary ACT model, in turn, would represent a new re
cognition algorithm. In other words, the concept of ACT is  
a method of synthesis of new algorithms of classification of 
the predefined accuracy relative to TS based on a set of al-
ready known ones. The scheme of stepwise approximation of 
the array of initial data of TS by a set of selected and evaluat-
ed independent classification algorithms makes it possible to 
build different types of ACT models. Moreover, the function 
of form recognition (5) of ACT structure is the most effective 
of all classification rules, which cover the data of initial TS 
based on a set of classification algorithms a1, …, an. Note that 
the FS(a1, …, an) quantity produces the greatest effectiveness 
of recognition of the initial TS data using a fixed set of inde-
pendent classification algorithms a1, …, an.

Thus, given the above, one of the possible schemes of 
ACT construction (type I) shown in Fig. 2 can be suggested.

Stage 1. At the first stage of ACT construction, one fixes 
in a library of the algorithms of an information system a set of 
classification algorithms (a1, …, am). Note that the classifica-
tion algorithms and their number are selected depending on 
the conditions and aspects of the application problem.

Stage 2. In the second stage of ACT construction, a se-
lected set of classification algorithms (a1, …, am) is evaluated 
and ranked on the basis of functionality (16) according to 
TS data in the set according to their effectiveness. It should 
be noted that there are two options here by analogy with 
the LCT – depending on the algorithmic scheme of building  
a classification tree:

a)  an option when assessing the effectiveness and rank-
ing of a set of classification algorithms (a1, …, am) is carried 
out only once at this stage. Next, at every step of ACT con-
struction, one fixes for the approximation of the data the 
following algorithm ai  of the initial sequence. This approach 
significantly saves the hardware resources of the information 
system but negatively affects the complexity of the resulting 
model of the classification tree;

b)  an option when the evaluation of the effectiveness and 
ranking of a set of classification algorithms (a1, …, am) is car-
ried out at every step of ACT construction according to the 
relevant data on the subsets of the initial TS. This approach 
makes it possible, for fewer steps, to complete the approxi-
mation of TS and get a more economical design of the ACT 
compared to option (a). This variant requires much more 
hardware information system resources for the second stage 
of the scheme of ACT construction and requires considerable 
attention to the initial selection of algorithms (a1, …, am). 

Stage 3. At the third stage of the scheme of ACT con-
struction, one fixes the initial ACT vertex as the algorithm 
of classification ai of the greatest efficiency from the sorted  
set (a1, …, am); the initial TS is submitted to the input in 
the form of a sequence of training pairs. The ai algorithm 
provides the generation of one or more GF fi of the first tier, 
which approximate a certain part of TS. The number of GF 
generated at each step is specified by the parameters of the 
algorithm of ACT construction.

Stage 4. At the fourth stage, one selects the classification 
algorithm ai of the ranked sequence (a1, …, am) as the vertex 
of the second tier, and the procedure for building the third 
stage of GF is repeated. One submits to the input the already 
limited TS without training pairs, which are approximated 
by the GF vertex of the first tier, and so on. The procedure 

for building the ACT would be repeated for the next effec-
tive ai algorithm from the set (a1, …, am). There is a stepwise 
approximation of TS parts and a check of the criterion for 
terminating the branching. The terminating criterion signals 
the completion of the procedure for building the ACT model, 
obtaining at the output of the tree of algorithms α i  and the 
tree of generalized features fi .

 

Step No. 1 

m = const; n = const 

fixation = a1,…,am 

 

Step No. 2 

fixing the branching criterion 

ranking = a1,…,am 

Step No. 3 

splitting the training set 

building a vertex in the classification tree  

m := m-1 

Step No. 4 

Inv1 := if m = 0 tnen END 

Inv2 := m > 0 then Step 3 

Inv3 := TS = 0 then END 

Inv4 := TS <> 0 then Step 3 

END 

Inv1 

Inv3 

Inv2 

Inv4 

Fig. 2. ACT model construction scheme

Note that there are other implementation options for the 
scheme of ACT construction of type I, which differ from the 
proposed scheme with variations on the number of GF, which 
are built at every step, by the criteria, and sequence of stages of 
quality assessment of classification algorithms. Thus, it is pos
sible to use a limited number of classifiers, to provide for the ap-
proximation of each TS class by a set of the selected algorithms.

5. 2. Categorization models of flood-related events
Based on a set of the represented hydrographic characte

ristics, I have built the models for the classification of flood-re-
lated events for the Tisza river over 18 years in the form of 
structures, models of ACT. Thus, a library of 15 algorithms, 
methods, and recognition schemes was used to build clas-
sification tree models. The main array of TS was composed 
of objects from three basic classes; at the stage of the exam, 
the classification system should ensure effective recognition 
of objects of unknown categorization relative to these three 
classes. General parameters of the built structures, models  
of ACT, are given in Table 2.
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At the initial stage of software system operation, the train-
ing sample was automatically checked for correctness. Note that 
the array of initial training information was dominated by the 
H3 class learning pairs of neutral zone situational objects, the 
green marker. The second place was occupied, with a significant 
margin, by the training pairs from class H2, the objects of the 
situational status of the observation zone, the yellow marker. 
The third place was occupied by the training pairs of flood-rela
ted events, the red marker objects, class H1. The H2 class power 
marginally outweighs the H1 class power. This is due to the dy-
namics of change in a flood-related event over time, which can 
return to normal, the neutral zone – H3 class phenomena, and, 
in most cases, transfers into crisis, the red flood-related event 
zone – class H1 (Fig. 3). The TS array consisted of 6.118 objects, 
the sets of known classification for two monitoring points at 
the site of the city of Uzhhorod. Moreover, the 
effectiveness of the constructed recognition sys-
tem was estimated on a test sample with a volume  
of 500 objects for each observation station. The 
array of TeS data represented a separate part of 
the initial TS and consisted of discrete objects of 
known classification. 

This volume of a test sample is not enough for 
a comprehensive analysis of the quality of the built 
models of classification trees; but even such a TeS 
makes it possible to evaluate and analyze the basic 
parameters of ACT structures. The constructed 
ACT structures provided the necessary level of ac-
curacy of classification specified by the conditions 
of the applied problem. The models demonstrated 
different structural complexity in the construction 
of classification trees, parameters of the comple
xity of the ACT design – the sets of algorithms, 
sets of generalized features, the number of vertices 
in the classification tree structure. Based on the  
ACT method proposed within the framework 
of this study, the models of classification of 
flood-related events for the Tisza river were built. 
A fragment of the main results of the integrated 
assessment of the quality of the constructed 
structures, the ACT models, is given in Table 3.

Table 2
General parameters of the built ACT models

Number of 
built ACT 

model

ACT model con-
struction method 

(algorithm) 

Total number of different 
classification algorithms 
involved in ACT – NAll

Total number of GF 
(GF sets) in the 

ACT structure OUz

Total number of all vertices 
(together with resultant) 

in the ACT structure

Total time to generate 
the ACT structure of 

current TS, s

Observation station 1

1
Complete ACT 
method (type I)

5 
constraint for the sequential 
application of one algorithm

36 75 602 

2
Complete ACT 

method (type II)

5 
constraint for the number of 
GF generations per one step 

in ACT construction

38 89 679 

3
Limited ACT 

method (Z = 10)
1 

hypersphere algorithm
31 63 382 

4
Limited ACT 

method (Z = 5)
1 

hypercube algorithm
50 102 801 

5
Limited ACT 

method (Z = 3)
1 

hyper ellipse algorithm
33 71 413 

6
Complete ACT 
method (type I)

2 
hypersphere algorithm; 
hypercube algorithm;

36 79 679 

Table 3

Comparative table of classification models (ACT structures) 	
to categorize flood-related events for the Tisza river 

No. 
Method (scheme) to synthesize  

the structure (model) of a classification 
tree (LCT/ACT)

Integrated quality 
indicator of classi-
fication tree QMain

Total number of 
model errors on 
TS and TeS ErAll

1
Complete ACT method (type I) (the num-
ber of algorithms is 5, restrictions for the 
sequential use of one algorithm)

0.006229 0

2

Complete ACT method (type II) (the num-
ber of algorithms is 5, constraint for the 
number of GF generations per one step in 
ACT construction)

0.004934 0

3
Limited ACT method (Z = 10) (the number 
of algorithms is 1, hypersphere algorithm)

0.004271 0

4
Limited ACT method (Z = 5) (the number 
of algorithms is 1, hypercube algorithm)

0.004119 8

5
Limited ACT method (Z = 3) (the number 
of algorithms is 1, hyper parallelepiped al-
gorithm)

0.004065 3

6
Limited ACT method (Z = 3) (the number 
of algorithms is 1, hyper ellipse algorithm)

0.004172 2

7
Complete ACT method (type I) (the num-
ber of algorithms is 2, hypersphere algo-
rithm; hypercube algorithm)

0.005843 0
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Fig. 3. Flood-related events in the yellow and red zones 	
of the Tisza river over the period of 1995–2012
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6. Discussion of results of studying the built  
classification models

The built classification trees, ACT models, provided for 
the necessary quality and speed of schemes for the classifi-
cation of flood-related events for the Tisza river with a suffi-
ciently compact structure of the tree structure itself (Fig. 4). 
The sets of independent classification algorithms, selected 
for the generation of GF groups, have also confirmed their 
effectiveness within a given applied task. The highest qua
lity, in terms of the integrated evaluation, was demonstrated 
by the ACT model of type I (QMain = 0.006229) based on five 
basic geometric classifiers. Moreover, all the ACT structures 
of the first and second types did not produce classification 
errors on the data of training and test samples. The second 
model of complete ACT of type I, based on two geometric 
classifiers, showed a close result (QMain = 0.005843) due to the 
presence of a universal hypersphere algorithm in the scheme. 
Note that the ACT structure of type II showed poorer quality 
(QMain = 0.004934) compared to the structures of the trees of 
the first type of algorithms. This is due to the more complex 
design of the model (VAll = 89), as a result of the greater ACT 
generation time – Table 2. The ACT models based on the 
limited method for generating classification trees showed 
the worst result – Table 3. To a large extent, this is due to 
the peculiarities of the limited scheme where the addition of 
the ACT structure takes place only in the directions with the 
greatest number of classification errors. It is also necessary to 
take into consideration the features of the selected geometric 
classifiers (hypercube algorithm, hyper parallelepiped algo-
rithm), which do not always allow for the effective approxi-
mation of TS data. The disadvantage of the presented ACT 
models, which was revealed under a given problem’s condi-
tions, is relatively large time costs for the stage of synthesis 
of the models of classification trees themselves compared to 
the LCT structures. The difference, compared to the LCT 
structure, based on the branched choice of features with a 
stepwise assessment of informativeness for the ACT models 
of type I was almost 20 %.

0 0.005 0.01

Complete ACT (type I), algorithms = 5

Complete ACT (type II), algorithms = 5

Limited ACT scheme (Z=10),
hypersphere algorithm

Limited ACT scheme (Z=5), hypercube
algorithm

Limited ACT scheme (Z=3), hyper
ellipse algorithm

Limited ACT scheme (Z=3),
hyperparallelepiped  algorithm

Complete ACT (type I), algorithms = 2

Station No.1

Fig. 4. An integrated quality indicator of 	
the built ACT models

The reported models of classification trees can be used 
to assess the general condition of the Tisza river basin, and 
to identify the situation of the red (flood) zone based on 
the current measurements by observation stations. This 
allows me to recommend the application of an ACT model 
construction method for a wide range of applied classifica-

tion and recognition tasks. The only drawback is the much 
higher operating memory costs and processor time of an 
information system compared to LCT methods. To a large 
extent, it depends on the peculiarities of the implementa-
tion of the classifiers, the number of algorithms in the ACT 
scheme, the type of ACT model. The structural complexity 
of the built ACT models is due to that the branching crite-
rion (16) makes it possible to construct sufficiently compact 
ACT structures. On the other hand, the initial assessment of 
the quality of classification algorithms according to a given 
criterion requires significant time costs, which depend on 
the number of selected algorithms in the set. Moreover,  
a fundamental feature of the proposed ACT method, compared 
to LCT methods (a standard scheme by Quinlan [29–32]), is  
that the resulting structures are characterized by high com-
pactness and speed of operation. In addition, the concept of 
ACT makes it possible to build models of classification trees 
on a modular principle, using, as a structural element of the 
vertices of the classification tree, the C5.0 algorithm itself. 
This method of organization of classification scheme allows 
the rational use of the already accumulated potential of 
methods and algorithms of recognition theory for problems 
involving data in arbitrary scales where information is set 
in a natural form The only fundamental limitation of this 
work in the generation of ACT structure is the limitation in 
terms of time spent assessing the effectiveness of the initial 
algorithms, based on the fixed criterion of branching the 
ACT structure. A possible area of further research may be the 
expansion of the list of classification algorithms in the ACT 
scheme, as well as additional conditions and restrictions on 
the generation of GF sets for each step of the classification 
tree scheme, the ACT structure.

A promising direction to resolve the task of classification 
of the situational status of a river basin may also be the use 
of methods for building LCT models with the possibility 
of comparing them with the built ACT structures. It is 
important to expand the volume of a library of recognition 
algorithms, classifiers, optimization of software implemen-
tations of methods of ACT construction, as well as practical 
approbation of the built models of classification trees on a set 
of TS data from more observation stations in the Tisza river 
basin. An example of such effective software optimization 
could be the evolutionary transition from the C4.5 to the 
C5.0 algorithm.

7.  Conclusions

1. The method and model to construct the ACT struc-
tures have been devised in order to categorize flood-related 
events based on the assessment and ranking of a set of auton-
omous recognition algorithms to generate the structure of 
the classification tree. Moreover, at every step of branching 
the classification tree, a certain part of the TS data is approx-
imated. This makes it possible to build different classification 
models, ACT structures, based on the quality assessment of 
a set of algorithms in the scheme of ACT methods. A given  
approach ensures high versatility in terms of type and 
structure of TS, the ability to work with large data arrays. 
A branching criterion (16) for ACT structures can be used 
not only to evaluate the quality of individual classification 
algorithms but also to calculate the effectiveness of linked 
sets of algorithms. This makes it possible to achieve the op-
timal structure of a synthesized ACT according to the initial 
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TS data. The built ACT models of the first and second type 
showed the best result based on the integrated quality indi-
cator and the absence of classification failures on the data of 
the training, test sample.

2. A set of classification models, ACT structures have 
been built to analyze the situational status of the Tisza 
river basin. Moreover, the constructed models of classifica-
tion trees could be used to assess the general condition of  
a river basin and to identify the situation of the red (flood), 
yellow (dangerous) zones based on the current monitoring. 
This work suggests indicators of ACT models – a general 

integrated indicator of quality and a basic indicator of 
data generalization, which make it possible to effectively 
represent the general characteristics of the built classifi-
cation tree. These indicators register the most important 
parameters of  ACT structure operation – the number of 
vertices, the number of transitions of the structure, the 
number of the tree’s leaves, the number of generalized fea-
tures, the number of classifiers, the number of errors of all 
types, the power of the training and test samples. It is pos-
sible to use them for the selection of the optimal ACT from  
the set built.
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