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1. Introduction

Currently, healthcare information support systems are 
actively developing. One of the promising directions of the 
modern stage of health informatization is the development of 
intelligent medical diagnostic systems that provide support 
for decision-making by a doctor. This is primarily due to the 
lack of sufficient experience from doctors, the rapid develop-
ment of medicine, and the lack of time resources for improv-
ing the skills and experience of staff. As a result, patients 
undergo duplicative and useless expensive, and unnecessary 
treatments.

The intelligent element of IMDS is the neural network 
used both for the image processing from ultrasound studies 
(USS), computed tomography (CT), magnetic resonance 
imaging (MRI) studies and to support decision-making 
regarding the final diagnosis.

Several tasks arise when solving applied tasks in order 
to increase accuracy and reduce complexity. The first task 
is to find the optimal network topology. The second is 
structural (determining the number of hidden layers and 

neurons in them, interneuron connections of individual 
NN) and parametric (setting of weight coefficients) opti-
mization. One of the leading trends in modern computer 
science is the development of hybrid NNs. Hybrid neural 
networks (HNNs) consist of different structures united in 
the interest of achieving the goals based on deep learning. 
This makes it possible to solve complex problems, first of all, 
the processing of medical images, which cannot be solved on 
the basis of individual methods and technologies. The most 
effective means of image processing are convolutional neural 
networks (CNNs). A convolutional neural network is built 
on the basis of a convolution operation, which makes it pos-
sible to train CNN on certain parts of the image, iteratively 
increasing the local learning area of a separate convolutional 
nucleus.

There are a number of problems when using CNNs. The 
first is that it is necessary to allocate a large number of 
signs that determine the object of research. That requires 
an increase in the number of layers, that is, the complica-
tion of the neural network. The second issue is that with an 
increase in the number of layers, the learning process by an 
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This paper considers the structural-parametric synthesis (SPS) 
of neural networks (NNs) of deep learning, in particular convolu-
tional neural networks (CNNs), which are used in image processing. 
It has been shown that modern neural networks may possess a vari-
ety of topologies. That is ensured by using unique blocks that deter-
mine their essential features, namely, the compression and excitation 
unit, the attention module convolution unit, the channel attention 
module, the spatial attention module, the residual unit, the ResNeXt 
block. This, first of all, is due to the need to increase their efficien-
cy in the processing of images. Due to the large architectural space 
of parameters, including the type of unique block, the location in the 
structure of the convolutional neural network, its connections with 
other blocks, layers, computing costs grow nonlinearly. To minimize 
computational costs while maintaining the specified accuracy this 
work set tasks of both the generation of possible topology and struc-
tural-parametric synthesis of convolutional neural networks. To 
resolve them, the use of a genetic algorithm (GA) has been proposed. 
Parameter configuration was implemented using a genetic algorithm 
and modern gradient methods (GM). For example, stochastic gradi-
ent descent with momentum, accelerated Nesterov gradient, adap-
tive gradient algorithm, distribution of the root of the mean square of 
the gradient, assessment of adaptive momentum, adaptive Nesterov 
momentum. It is assumed to use such networks in the intelligent med-
ical diagnostic system (IMDS), for determining the activity of tuber-
culosis. To improve the accuracy of solving the classification prob-
lem in the processing of images, the ensemble structure of hybrid 
convolutional neural networks (HCNNs) has been proposed in the 
current work. The parallel structure of the ensemble with the merged 
layer was used. Algorithms of optimal choice and integration of fea-
tures in the construction of the ensemble have been developed
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error backpropagation method is complicated. On the one 
hand, to implement this algorithm, one needs to calculate 
a local gradient for each layer. On the other hand, the local 
gradient falls from layer to layer, thereby the adjustment 
accuracy is compromised. We have a significant increase in 
computational costs and a drop in accuracy. Therefore, it is a 
relevant task to investigate methods for constructing convo-
lutional neural networks and ensembles of neural networks 
to increase the accuracy of their operation, while reducing 
the cost and time of their adjustment.

2. Literature review and problem statement

Convolutional neural networks [1, 2] have proved ex-
tremely successful for a wide range of computer vision tasks 
and other applications. However, it should be noted that 
their configuration is very computationally and temporally 
consuming if you do it manually. Setting up a CNN involves 
the optimal choice of the structure of the CNN and the sub-
sequent adjustment of parameters. To date, active scientific 
activity is underway in this direction. In work [3], the opti-
mal choice of the structure of CNN and parameters is deter-
mined using a hybrid genetic algorithm. In order to reduce 
calculations, a preliminary selection of significant parame-
ters of CNN for a given training sample is made, which takes 
additional time. In work [4], the optimal choice of structure 
involves using a genetic algorithm but the options for this 
choice are limited and cannot be considered optimal. [5] pro-
poses the use of a modified evolutionary algorithm to select 
the optimal structure but this may only apply to classical 
CNN and does not provide the high accuracy of the solution 
to a classification problem. In [6], instead of striving to 
choose a single optimal architecture, it is proposed to use a 
specially built matrix, in which a large number of architec-
tures are built. The structure consists of a three-dimensional 
grid that connects feedback maps at different levels, scales, 
and channels, with a sparse homogeneous local communica-
tion template. This approach is computationally-intensive 
and costly and actually imposes restrictions on the choice of 
optimal architecture. Work [7] proposes a meta-modeling al-
gorithm based on the reinforced learning, for the automatic 
creation of high-performance architectures of CNN for this 
educational task. The disadvantage of the cited work is the 
use of the classical structure of CNN, which significantly 
limits the class of tasks, due to computational difficulties (a 
drop in the gradient in depth learning). [8] proposes a meth-
od of accelerating the choice of architecture by studying the 
auxiliary HyperNet, which generates the weight of the main 
model, depending on the architecture of this model. This 
approach limits the ability to include a new modern topology 
in the structure of the CNN, which limits its functionality. 
Work [9] proposes a new paradigm for the design of convo-
lutional architecture and describes a scalable method for 
optimizing convolutional architectures, which uses a search 
method of training with reinforcement to optimize the 
configuration of the architecture. This approach is computa-
tionally-intensive and complex and does not provide high ac-
curacy. Paper [10] suggests an approach that combines a new 
hierarchical scheme of genetic representation that mimics a 
modular design pattern. This approach is used by experts, 
but the search space for optimal topology is limited. Deep 
learning has gained popularity in medical imaging studies, 
including magnetic resonance imaging of the brain [11], 

breasts. ultrasonic detection of cancer [12]. Recently, U-Net 
is a popular approach to deep learning in biomedical imag-
ing research proposed in work [13]. U-Net makes it possible 
to use data magnification, including the use of non-tough 
deformations, to fully use the available annotated sample 
images to train the model. These aspects suggest that U-Net 
could potentially provide satisfactory results with a limited 
amount of biomedical datasets currently available.

The researchers made significant contributions by of-
fering different deep learning structures to identify and 
segment damage. Work [14] offered very deeply residual 
networks of more than 50 layers for a two-step segmentation 
of the lesion frame, followed by classification. It has been 
argued that deeper networks emit richer and more character-
istic signs for recognition. The cited work showed promising 
results but the two-step structure and very deep networks 
were expensive in terms of computational costs.

In [15], convolutional networks were proposed where a 
parallel integration approach was implemented to segment 
the damage to ensure the unification of results that improved 
detection. The end-to-end fully automatic method of segmen-
tation of damage using a 19-layer deep convolutional neural 
network is proposed in [16]. The loss function was introduced 
using Jacquard’s distance as a measurement. To fine-tune the 
hyperparameters, a 5x cross-checking was used to train the 
ISBI dataset to determine the best performer. Paper [17] pro-
posed completely convolutional methods for multiclass segmen-
tation in the ISBI dataset for 2017. Works [18, 19] suggested a 
two-step segmentation method that employed Faster-RCNN 
in the first stage, and then a modified version of U-Net and a 
deep extreme method, respectively, as a second stage to achieve 
segmentation results. In [20], two deep learning classification 
models were used to recommend the most appropriate method 
of segmentation of the ISIC-2017 data set. In [21], a convolu-
tional network (FrCN) was proposed to study the full resolu-
tion features of each pixel of the lesion images for segmentation.

Based on the study of literary sources [1‒21], we can 
conclude that at the moment there is no procedure for the 
structural and parametric synthesis of the construction of 
hybrid convolutional neural networks of the ensemble struc-
ture, which is why it is not possible to solve the problems of 
classification for the creation of intelligent medical diagnos-
tic systems whose operation requires the identification of as 
many signs of illness as possible and the processing of a large 
amount of data in order to make a correct diagnosis. For ex-
ample, the task of determining the degree of tuberculosis in 
patients. Therefore, there is a need to determine the proper-
ties of unique blocks and their use to create a new topology, 
namely, hybrid convolutional neural networks.

3. The aim and objectives of the study

The purpose of this work is the structural-parametric 
synthesis of hybrid convolutional neural networks of the 
ensemble structure for their use in intelligent medical diag-
nostic systems.

To accomplish the aim, the following tasks have been set:
– to investigate the unique blocks (modules) of modern 

convolutional networks, their functionality, and properties 
for their use in hybrid neural networks; 

– to develop a two-step procedure for determining the 
structure and parameters of a hybrid neural network with 
the formation of its binary representation;
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– to develop an algorithm for the formation of an ensem-
ble of hybrid convolutional neural networks; 

– to check the proposed algorithmic support using the 
example of processing computed tomography of lung ex-
amination in order to detect tuberculosis in the presence of 
tuberculosis.

4. The study materials and methods

The basis of a CNN construction is the use of a convolu-
tion operation in order to be able to train the CNN on cer-
tain parts of the image. The size of these parts of the image 
is determined by the dimensionality of the corresponding 
convolution filter. It should be noted that neurons that 
correspond to the same convolutional filter have common 
weights, which provides a decrease in the computational 
costs of CNN gain compared, for example, with a multilayer 
perceptron. NN layers that are constructed in this way are 
called convolution layers.

In order to reduce computational costs, the CNN in-
cludes layers of aggregation (pooling), performing the func-
tions of reducing the dimensionality of the sign map. Based 
on certain signs, an abnormal area is formed, for the clas-
sification of which full-linked layers are used (a classifier, 
which is located at the output of the network). Convolu-
tional networks are built according to the rule, namely: first 
convolutional layers are placed, their number is determined 
as a result of solving the problem of structural-parametric 
synthesis, and then the aggregation layer is placed [22, 23]. 
The number of such iterations in the network depends on the 
complexity of the task.

The main parameters of the convolutional neural net-
work [22] are:

– the size of the convolution kernel (filter); 
– the number of convolution filters (depends on the num-

ber of convolutional layers); 
– the amount of displacement when moving the con-

volution filter along the matrix of the image (a step of the 
convolution filter); 

– parameters (vertically and horizontally) taking into 
consideration the edge effects (the initial position of the con-
volution filter on the matrix of the image or the map of signs 
before moving in order to build an feature map); 

– the initial filling of the convoluted filters.
The number of CNN inputs is determined by the number 

of pixels that make up the image. According to work [22], if 
we take into consideration the number of inputs, layers, fea-
tures maps, the number of parameters, the optimal value of 
which must be determined in the structural and parametric 
synthesis of CNN, can be very large.

Solving such an optimization problem directly is not 
possible. Therefore, approaches were considered both to 
reduce the number of parameters that are optimized and the 
problems of choosing or developing new optimization meth-
ods. Multicriteria methods were studied as optimization 
methods: genetic, swarm, and modern gradients.

The general rules for reducing the number of parame-
ters do not greatly affect this process – it all depends on 
the training sample. Therefore, it is proposed to determine 
the most significant parameters of CNN loss in terms of 
efficiency as a result of an experiment on a convolutional 
neural network. The experiment is carried out as follows: 
step by step, one changes one of the parameters of the CNN, 

with fixed other parameters, and determines how much the 
output has changed.

When choosing optimization algorithms, the following 
criteria were used: accuracy, computational and time costs. 
None of the well-known multicriteria optimization algo-
rithms provided the proper results. Therefore, it was decided 
to develop a hybrid algorithm, in which a genetic algorithm 
was used as a base, but with the imposition of certain re-
strictions on the value of individual structural parameters. 
This is done in order to reduce computing costs. Detailed 
research in this area was presented in paper [3].

To train a convolutional neural network, this work em-
ploys the normalized initialization, which is called Glorot 
initialization [22].

The task that considers the effectiveness of the proposed 
approach, the task of structural and parametric synthesis 
of hybrid CNNs was chosen, to determine the degree of ac-
tivity of tuberculosis in patients according to the results of 
CT studies. Processing ultrasound, KT, MRI examinations 
are considered the most complex because medical images 
are poorly structured. A modern tomograph was used as the 
hardware. The study of certain components of the hybrid 
CNN was carried out using the TensorFlow programming 
environment.

The sample was borrowed from the state-run institution 
“National Institute of Phthisiology and Pulmonology named 
after F. G. Yanovsky, National Academy of Medical Sciences 
of Ukraine” according to the results of the study of patients 
with suspected tuberculosis (Kyiv, Ukraine). The sample 
consists of slices of computer tomography studies that corre-
sponded to patients with an accurate diagnosis (either there 
is a disease or not). The sample was divided into two parts: 
80 % ‒ training set, 20 % ‒ test set. The training sample was 
used to train; the test set determined the accuracy of perfor-
mance of the trained hybrid CNN or the ensemble of CNN.

5. Results of studying the structural and parametric 
synthesis of HCNN 

5. 1. Investigation of unique blocks (modules) of 
modern convolutional networks, their functionality, and 
properties

One of the possible options for hybridization is the con-
struction of HCNN based on the use of the known topology 
of CNN. Therefore, before moving directly to the hybridiza-
tion process, it is necessary to consider the known topology 
of HCNN. 

Depending on the type of architectural modifications, 
CNN can be divided into seven different classes:

– CNN based on spatial use; 
– CNN based on depth usage; 
– branched CNN; 
– CNN with a set of connections based on width; 
– CNN based on the use of the features map; 
– CNN based on boosting channels; 
– CNN based on the use of the attention mechanism.
The classification of CNN architectures is visually shown 

in Fig. 1 [24].
The construction of HCNNs, which consist of different 

CNNs, is considered impractical due to the increase in com-
putational costs, despite certain advantages over the use 
of individual modern CNNs by increasing accuracy. More 
expedient is to use their individual parts.
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A characteristic feature of modern CNNs is the pres-
ence of unique blocks that determine their essential 
features. For example, compression and excitation unit, 
attention module convolution unit, channel attention 
module, spatial attention module, residual unit, initial 
module, ResNeXt unit [25–31]. The topology of the 
above-mentioned blocks (modules) is shown in Fig. 1. 
Unique blocks (layers) include Batch Normalization [32] 
and Reduction Block [25].

As a result of our study, the 
following unique blocks were se-
lected:

– batch normalization; 
– simplification unit; 
– compression and excitation 

unit; 
– highway network block; 
– residual unit; 
– inception unit; 
– attention unit.
Batch normalization.
Batch normalization is considered as another layer 

that is inserted into the model architecture, as well as 
full-linked or convolutional layers [32]. In practice, batch 
normalization layers are inserted after a convoluted or fully 
interconnected layer but before the source data is trans-
ferred to the activation function. Batch normalization will 
be used to normalize the input layer by re-centering and 
scaling. Each layer of the neural network has inputs with 
a corresponding distribution, which, during the learning 
process, is affected by randomness in the initialization of 
parameters and in the input data. The influence of these 
sources of randomness on the distribution of inputs into 
the inner layers during training is defined as an internal 
covariant shear.

Simplification unit.
The issue related to deep convolutional neural networks 

is that the number of features maps often increases with 
the depth of the network. This issue can result in a sharp 
increase in the number of parameters and calculations re-
quired when using larger filter sizes (convolution filters) 
such as 5×5 and 7×7.

To resolve this issue, a convolutional layer 1×1 is 
used, which combines channels, often called the pooling 
(aggregation) of features maps or a projection layer. This 

technique is used to reduce the dimensionality, reducing 
the number of features maps while retaining the noticeable 
features. This is also used directly to create an individual 
projection of the features map, to combine features across 
channels, and to increase the number of features maps after 
traditional pooling layers.

Squeeze and Excitation Block.
The structure of the Squeeze and Excitation Block 

(SEB) is shown in Fig. 2.

The following operations are performed in the Squeeze 
and Excitation Block:

– converting features or a simple convolution operation 
to the inputs X to get attributes U; 

– compression operation to get one U output value for 
each channel; 

– excitation operation, which is applied to the outputs 
of compressed data in order to obtain weight coefficients for 
each channel; 

– scale the features map U with these activations to 
get the resulting output data of the SEB unit. The role 
this operation plays at different depths differs over the 
network.

At earlier levels, SEB excites informative features 
independently of the class, amplifying lower-level general 
perceptions. At later levels, SEB units are becoming more 
specialized and responding to various inputs that strictly 
depend on the specificity of the class.

Highway network block. 
Highway networks allow for the unhindered flow of in-

formation through multi-layer layers of information through 
interlayer connection. The structure of the highway network 
block (HNB) is shown in Fig. 3.

In work [30], the training of the highway neural network 
unit is reformulated to achieve the following:

Fig. 1. Classification of CNN deep architectures

Fig. 2. Structure of the Squeeze and Excitation Block
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– give preference to optimization in the early stages of 
training, when the selection is mainly directed to uncon-
verted features; 

– focus on transforming training features at later 
stages of training, when transformed features mainly pass 
through selection;

– rely on a much smaller number of selections to train 
several layers of transformation features, since the tran-
sition of selection is more effective for optimizing and 
generalizing the model. To achieve the above-mentioned 
characteristics of training, a new highway unit in the form 
shown in Fig. 4 is proposed.

Highway network blocks were used in HCNN in or-
der to improve their efficiency for processing video infor-
mation.

Residual block.
Deep networks pull low-, medium-, and high-level 

features through multilayered ways, and increasing the 
number of layers or blocks consisting of several layers can 
enrich the levels of features. However, as the depth of the 
learning network increases, it becomes unstable, and the 
accuracy achieved begins to decrease (degrade). This is 
due to damping the gradient in the reverse run in an error 
backpropagation method and, as a result, the deterioration 

of neural network performance. The structural dia-
gram of the residual block is shown in Fig. 5.

This block uses the so-called shortcut connec-
tions, that is, an identical mapping is explicitly 
added. As a result, the reverse run in an error back-
propagation method produces: dF(x)/dx+1. Thus, 
the gradient will not fade, because there will always 
be a reverse run. This design requires that the out-
put data of the two convoluted layers have the same 
shape as the incoming layers so that they can be put 
together. To change the number of channels, some-
body must introduce a simplification unit (an addi-
tional convolution layer 1×1) to convert the input 
information x into the desired form to perform the 
addition operation. Convoluted 1×1 simply displays 
the input pixel with all its channels to the original 
pixel, no matter what around is. This convolution is 
used to reduce the number of depth channels. Taking 
into consideration the need to use batch normaliza-
tion and an additional convolutional layer 1×1, the 
structure of the residual block takes the form shown 
in Fig. 6. Thus, the next layer does not lose its degree 
of freedom to shift and scale the input data but is 
engaged only in assessing their structural properties; 
as a result, the acceleration of the convergence of the 
learning process is obtained.

The use of the residual block as part of the HCNN 
makes it possible to reduce computational costs and 
improve the processing results by increasing the 
number of layers of NN.

Fig. 3. The structure of a highway network block: 
H(x)l–1 – information on the layer (l–1) of the highway network; 

Gl(H(x)l–1) – output of the selection module; 
Fl(H(x)l–1) – conversion trained on a hidden layerlto input H(x)l–1
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Fig. 4. Proposed highway network block: 
H(x)l–1 – information on the layer (l–1) of the highway network; 

Gl(H(x)l–1)  – output of the selection module; 
Fl(H(x)l–1) – conversion trained on a hidden layer l to input H(x)l–1
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Fig. 5. Residual Block Structural Diagram
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Inception unit.
There are two ways to improve network quality – in-

creasing the depth and increasing the width, but this relates 
to an increase in the likelihood of retraining and inefficient 
use of computing resources – the sparse structure of convo-
lution is inefficient in the computational sense. To eliminate 
these shortcomings, the correlation structure of activations 
of the previous layers is used. The structure of the Inception 
block is shown in Fig. 7.

Each block has convolution lay-
ers with a filter of different sizes 
to recognize features of different 
scales. In addition, in this model, 
convolution 1×1 is used to reduce 
the dimensionality of the tensors 
that will be fed to the input of the 
next layer. In order not to lose the 
information obtained in the pre-
vious layer, a subsampling layer is 
used. After it, a convolutional layer 
with a convolution filter of 1×1 is 
also used, in this case, in order to 
align the dimensionality of tensors 
at the output after each parallel lay-
er. Then there is the concatenation 
of the features maps obtained on 
each parallel layer.

Attention unit.
Attention mechanisms are an 

approach in machine learning, 
which implies separating part of the input data (regions 
of images, text fragments) for more detailed processing.

Often, to solve the task of image classification, you do not 
need to process all the pixels of the image: for example, in a 
classification problem, the background often plays a minor 
role. However, convolutional networks, which are the most 
popular method of solving such a task, use the same amount of 
computing resources on all parts of the image. The attention 
block (module) is implemented in two versions: the channel 

attention module and the 
spatial attention module.

Channel attention 
module. A channel atten-
tion map is created using 
the relationship of fea-
tures between channels. 
Since each channel of the 
features map is considered 
as an object detector, the 
channel’s attention focuses 
on what matters given the 
input image. To effectively 
calculate the channel’s at-
tention, compress the spa-
tial size of the input card. 
For the generalization of 
spatial information, aver-
aging aggregation is still 
common (Fig. 8).

Fig. 6. Residual block in the presence and absence of a convolution layer 1×1

Fig. 7. Inception unit structure
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Fig. 8. Structural diagram of the channel attention module
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Spatial attention module. A spatial attention map is gen-
erated using an interspatial relationship of features. Unlike 
the channel’s attention, spatial attention focuses on where 
there is an informative part that complements the channel’s 
attention. To calculate the spatial attention, first, apply the 
operations of the mean and maximum join along the chan-
nel axis and combine them to create an effective feature 
descriptor. It has been shown that the use of join operations 
along the channel axis effectively affects the selection of 
informative areas [21]. On the combined feature descriptor, 
a convolution layer is used to form the spatial attention map 
Ms(F)∈RH×W that encodes where to emphasize or suppress. 
A detailed structural diagram is shown in Fig. 9.

One of the main issues that hinder the further progress 
of using CNN is a large architectural space of parameters, 
including the type of unique block, the location in the 
structure of the CNN, its links with other blocks and layers. 
As a result, there is a task of the structural and parametric 
synthesis of CNN.

5. 2. Two-step procedure for determining the struc-
ture and parameters of a hybrid neural network

The synthesis of hybrid convolutional neural networks 
used mainly for imaging is much more complicated than the 
synthesis of convolutional neural networks. Such synthesis 
requires determining the type of unique blocks to be used, 
aligned with adjacent blocks, their locations.

These difficulties require first the solution to the struc-
tural and parametric synthesis of classical CNN based on a 
given training sample. Classic CNN consists of convolutional 
layers, each neuron of which performs a convolution of some 
area of the previous layer, aggregation layers (pooling), per-
forming the functions of reducing the dimensionality of the 
features map, and full-reconnected layers (a classifier located 
at the output of the network). Convolutional layers and ag-
gregation layers may alternate. Most often, the layers of ag-
gregation are placed after the layers of convolution [29, 30]. 
As a basic architecture of CNN, based on the application of 
the approach to determine the most significant, in terms of 
efficiency, parameters of CNN and train a convolutional neu-
ral network, the structure and parameters of the basic CNN 
are determined. For example, for a training set, the structure 
of NN was as follows: convolutional layer, convolutional 
layer, subsampling layer, convolutional layer, convolutional 
layer, subsampling layer, full-linked layer (classifier).

The formation of a hybrid structure by including unique 
blocks or an ensemble of hybrid convolutional neural net-
works in the basic CNN provides new opportunities for 
increasing the efficiency of solving the set problem. The task 
of the structural and parametric synthesis of hybrid CNNs 
is solved on the basis of using a multi-stage procedure for 

determining the structure and parameters of hybrid CNN 
with the formation of its binary representation.

The procedure for the synthesis of hybrid neural networks 
can be represented as the following sequence of operations:

1. The structural and parametric synthesis of basic CNN. 
2. The structural and parametric synthesis of hybrid 

CNN with the determination of types and sequences of 
unique blocks that are introduced into the hybrid CNN. 

3. The structural and parametric synthesis of the ensem-
ble, consisting of separate hybrid CNNs.

In accordance with the proposed procedure, as a result of 
the first stage, a basic convolutional NN was obtained, which 
does not have unique blocks. In the case when this does not 

meet the quality criterion for solving 
image processing, you should use a 
hybrid CNN. Let us call the hybrid 
convolutional network the one that 
includes various unique blocks, the 
choice and placement of which will 
be determined on the basis of the use 
of a genetic algorithm. It is possible 
to use more complex blocks, namely:

– Attention-Inception Block;
– Inception-Dense Block;
– Inception-Residual Block;
– Inception-Recurrent Resid-

ual Block;
– Deep Pyramid-Highway Block;
– Deep Pyramid-Self Attention Block;
– Squeeze and Excitation-Attention Block;
– Squeeze and Excitation-Dense Block;
– Squeeze and Excitation-Inception Block;
– Squeeze and Excitation-Residual Block;
– Residual-Squeeze and Excitation-Attention Block;
– Residual-Attention Block.
Many modern network structures [33, 34] can be di-

vided into several groups. In each group, the geometric 
dimensions (width, height, and depth) of the grouping cube 
remain unchanged. Neighboring groups are connected by a 
spatial pooling operation. The structure of the basic NN in a 
general case represents the alternation of two convolutional 
layers, followed by a pooling layer, so the hybrid CNN is built 
on the basis of basic CNN by replacing the convolutional lay-
ers with a grouping. All convolution operations in the same 
group have the same number of filters or channels.

Binary term representation is provided for the network 
structure in a limited case. First of all, note that many mod-
ern network structures can be divided into several blocks. 
In each block, the geometric dimensions (width, height, and 
depth) of the layer cube remain unchanged. Adjacent blocks 
are connected by a spatial pooling operation, which can 
change spatial resolution. All convolution operations on one 
block have the same number of filters or channels (Fig. 10).

Each hybrid CNN consists of S groups; the s-th grouping, 
s=1, 2, ..., S, contains Ks blocks denoted vs, ks, ks=1, 2, ..., Ks. 
Nodes in each block are sorted, and connections from a node 
with a lower number to a node with a higher number are al-
lowed. Each node has a unique block. The full-linked network 
part is not encoded. In each group, use ½Ks (Ks–1) bits to 
encode cross-site links. The first bit represents the relation-
ship between (vs,1, vs,2), then the next two bits represent a 
connection, between (vs,1, vs,3) and (vs,2, vs,3), etc. This process 
continues until the last bits Ks–1 are used to represent a con-
nection between vs,1, vs,2, ..., vs,Ks−1 and vs,Ks.

Fig. 9. Structural diagram of the spatial attention module
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The selection process is carried out at the beginning of 
each generation. The t-th generation of the n-th individual 
Mt−1,n is assigned a fitness function defined as the rt−1,n rec-
ognition speed, obtained in the previous generation or rt−1,n 
initialization directly affects the probability that Mt−1,n is 
stored in the selection process [4].

The two-step optimization algorithm employed the 
following settings of the genetic algorithm: population 
size – 25 individuals, archive size – 25 individuals, num-
ber of iterations – 10, probability of crossing – 80 %, prob-
ability of mutation – 20 %. The objectives of the genetic 
algorithm were to minimize the value of the classification 
error and maximize the accuracy of the neural network 
classification.

The following optimizer settings were used during the 
experiments: for the fastest descent algorithm, Adagrad, 
RMSProp, and Adam, we used a training factor of 0.01; for 
an accelerated Nesterov gradient, the training coefficient ‒ 
0.01, the pulse factor ‒ 0.9 were used; the learning factor 

with a value of 1 was used for the Adadelta optimizer. The 
values of coefficients were chosen experimentally in order to 
increase the efficiency of the algorithms.

To compare, the learning using each optimization al-
gorithm was carried out ten times, after which the average 
number of learning ages required to achieve an accuracy 
of 85 % was calculated. The comparison of the use of op-
timization algorithms with a two-step algorithm is given 
in Table 1.

Table 2 gives the percentage of performance improve-
ments for the two-step algorithm compared to optimization 
algorithms and gradient descent in particular.

Table 3 compares the use of a two-level optimization 
algorithm using the algorithm of the fastest descent at the 
last stage and with the use of other two-step algorithms at 
the second stage of neural network configuration. The table 
shows a comparison of the number of epochs required to 
achieve a classification accuracy of 85 % and a percentage of 
the speed of algorithms.

Fig. 10. Multiblock hybrid convolutional neural network
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Thus, the use of a two-step algorithm to optimize the 
parameters of the neural network has made it possible to 
increase the efficiency of training compared to using only 
optimization algorithms. This effect of performance increase 
is noticeable even with the use of a small number of iterations 
of the genetic algorithm at the first stage of the two-step 
algorithm.

5. 3. Algorithm of formation of an ensemble of hybrid 
convolutional neural networks

The ensemble of neural networks is a group of topologies, 
combined into a single structure, which can differ in archi-
tecture, learning algorithm, learning criteria, and types of 
resulting neurons [35–37]. In another version, the term en-
semble refers to the “united model”, the output of which is a 
functional combination of outputs of individual models [38].

As a result of CT work, a set of CT images corresponding 
to certain slices was obtained. Each slice is processed by a 
separate component of the segmentation ensemble. The al-
gorithm of formation of the ensemble of hybrid convolutional 
neural networks includes the solution to two problems: seg-
mentation and classification. The algorithm for constructing 

an ensemble of segmentators includes the following: the 
choice of aggregation method, the choice of segmentator types 
that are included in the ensemble, and the determination of 
criteria by which the quality of segmentation is evaluated.

Aggregation of results occurs in one of three methods:
– Ensemble-ADD (used in Fig. 11): combines the re-

sults of Mask R-CNN, DeepLabV3, and Deep Pyramid At-
tention Module to create the 
final segmentation mask;

– Ensemble-C ompa r-
ison-Large: selects a large 
segmented area by compar-
ing the number of pixels in 
the output data of all seg-
mentators;

– Ensemble-Compari-
son-Small: on the contrary, 
selects a smaller segmented 
area at the output of all seg-
mentators.

The ensemble-ADD 
method was used to build the 
ensemble. Ensemble-ADD 
components used the results 
of segmentator such as Mask 
R-CNNADD, Deeplab-
V3+ADD, Deep Pyramid-At-
tention Module ADD to 
create the final segmentation 
mask.

Evaluate the effective-
ness of algorithms using the 
Jacquard Similarity Index 
(JSI), sensitivity, specific-
ity, accuracy, dice similar-
ity coefficient, and Mat-
thew correlation coefficient 
(MCC) [39, 40]:

Sensitivsty

TP
,

TP+FN

=

= 	 (1)

Specificity

TN
,

FP+TN

=

= 	 (2)

Accurancy

TP+TN
,
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=

=  (3)

( )
TP

JSl ,
TP+FP+FN

= 				    (4)

( )
2+TP
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2+TP+FP+FN

= 			   (5)

( )( )( )( )
TP+TN�FP+FN

MCC .
TP+FP TP+FN TN+FP TN+FN

= 	 (6)

where TP – real positive results, TN – real negative re-
sults, FP – falsely positive results, FN – falsely negative 
results. 

Table 1

Number of epochs to achieve 85 % accuracy

Optimization algorithm
Number of epochs

When configured only by the 
optimizer

When configuring with a two-level 
algorithm 

The fastest descent 3,666 2,876

Accelerated Nesterov 
gradient

1,732.5 1,425.5

Adagrad 1,257 1,037

RMSProp 309 295.2

Adadelta 203.2 183.4

Adam 52.7 48.7

Table 2

Comparison of two-step algorithm optimizers

Optimization 
algorithm

Two-level algorithm performance gain, %

Compared to the algorithm of the 
fastest descent

Compared to a single-step optimization 
algorithm

The fastest descent – 27.47

Accelerated Nest-
erov gradient

157.17 21.54

Adagrad 253.52 21.21

RMSProp 1,141.87 4.68

Adadelta 1,898.91 10.79

Adam 7,427.72 8.21

Table 3

Comparison of two-step algorithms with different optimizers

Optimization algorithm at 
the second stage

Faster operation compared to the two-step algorithm of the fastest descent

Epochs %

Accelerated Nesterov 
gradient

1,450.5 101.75

Adagrad 1839 177.34

RMSProp 2,580.8 874.25

Adadelta 2,692.6 1,468.16

Adam 2,827.3 5,805.54
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5. 4. Testing the proposed algorithmic support
The proposed procedure of structural and parametric 

synthesis to create an ensemble segmentation system, which 
includes the choice of the segmentation method and the 
composition of the ensemble (Mask R-CNNADD, Deep-
labV3+ADD, Deep Pyramid-Attention Module ADD), was 
used in the processing of CT studies (based on the cuts from 
a tomograph with the presence of areas suspicious of the 
disease) in determining the stages of tuberculosis activity in 
the diseased (Fig. 12).

Sensitivity is defined from equation (3), where TP are 
the true positive results and FN are the falsely negative ones. 
High sensitivity (close to 1.0) indicates good performance 
during segmentation, all lesions have been successfully seg-

mented. On the other hand, specificity (from equation (4)) 
shows the proportion of true negative (TN) among the 
intact. High specificity indicates the ability of the method 
not to segment the lesion cell. The accuracy of segmentation 
methods determines the percentage of pixels in an image 
that have been correctly classified, from equation (5). JSI 
and Dice are a measure of how similar predictions and reli-
ability are by measuring the number of TP detected and FP 
fines found by the method, both from equation (6) and (7), 
respectively. MCC has a range from −1 (completely incorrect 
binary classifier) to 1 (the fully correct binary classifier). It 
is used to evaluate the effectiveness of segmentation algo-
rithms based on binary classification (lesions compared to 
non-destructions), from equation (8).

Fig. 11. The architecture of segmentation ensemble
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Based on ensemble segmentation, features are distinguished, 
which are input information for solving the classification prob-
lem. The problem of classification should be solved with the  
help of an ensemble of classifiers. Work [3] presents a detailed 
study of this issue: the need to build ensembles is substantiated, 
the optimal structure of ensembles is determined, parallel, the 
number and type of criteria for the selection of NN (classifica-
tion models) in the ensemble  ‒ accuracy and diversity, the au-
thor developed an algorithm for determining the contribution of 
each component to the overall result of the ensemble to solve the 
problem of classification in order to build a rating of components.

Input data can be broken down into specific groups to han-
dle different NN or be submitted to all networks at the same 
time.

The main difficulty of combining networks in an ensemble 
is the training of all components to solve the problem. In order 
to increase the effectiveness of training, NN learn separately, 
and then unite into a single structure. However, if the algo-
rithms for setting up the selected topology belong to different 
classes of training, synchronous training of all ANN included 
in the ensemble is required, and, therefore, it is necessary to 
develop a single algorithm for setting up all the CNN in an en-
semble. In the example under consideration (processing of CT 
studies (based on the slices from a tomograph with the presence 
of areas suspicious of the disease), NNs are trained separately.

Neural networks were trained on the NVIDIA Tesla K80 
computing processor with 12 GB of dedicated video memo-
ry. For the implementation of neural networks, the Python 
programming language was used using the Keras library 
(with TensorFlow backend) as a high-level neural network 
library. The data were obtained as a result of processing the 
results of CT scans of tuberculosis patients with the detec-
tion of tuberculosis, their volume, density. 

Such data, namely the accuracy of the solutions of indi-
vidual convoluted classifiers, is given in Tables 4–8.

The architecture of the classification ensemble is shown 
in Fig. 13.

Table 4

Accuracy of solutions of individual convolutional classifiers 
without proposed segmentation architecture

Classifier
Training 

accuracy, %
Test accu-

racy, %

Residual-Squeeze Module 92.11 90.39

Squeeze and Excitation-Attention Module 97.98 91.93

Inception-Attention Block 97.11 91.74

Squeeze and Excitation-Residual Module 90.66 90.02

Table 5

The accuracy of the solution of the complete convolutional 
majoritarian ensemble

Training accuracy, % Test accuracy, %

97.65 93.36

Table 6

Accuracy of solving individual classifiers with the proposed 
segmentation architecture

Classifier Training accuracy, % Test accuracy, %

Multilayer perceptron 94.23 91.82

Decision Tree 95.91 92.56

NefClassM 92.67 90.41

Fig. 12. Slices from a tomograph with the presence of areas 
suspicious of the disease when determining the stages of 
tuberculosis activity in patients: a – slice 1; b – slice 2;  

c – slice 3; d – slice 4; e – slice 5; f – slice 6

a

b

c

d

e

f
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Table 7

Accuracy of the full ensemble of classifiers with 
segmentation ensemble

Training accuracy, % Test accuracy, %

96.6 97.14

Table 8

Accuracy of other different ensemble architectures

Ensemble Training accuracy, % Test accuracy, %

Random Forest 97.32 87.15

AdaBoost 54.96 54.25

Bagging Decision Tree 94.41 83.85

CNN bagging 94.96 91.39

The use of this structure will improve the quality of the 
solution to the classification problem, especially under diffi-
cult conditions in the presence of a large number of features 
of different nature.

6. Discussion of results of studying the structural 
and parametric synthesis of HCNN on the example of 

determining the degree of activity of tuberculosis

The study of existing modern convolutional neural net-
works led to the separation of individual functional blocks 
from them. Each of these blocks was investigated separately 
for the possibility of use for the synthesis of hybrid convo-
lutional networks. Criteria for the possibility of such use 
were identified, namely: functional properties, the ability to 
combine with other blocks and layers, the ability to parame-
terize, the ability to isolate learning. As a result, the follow-
ing blocks were separated that meet the specified criteria: 
batch normalization unit, simplification unit, compression 

and excitation unit, highway network block, residual unit, 
Inception block, attention block.

The structural-parametric synthesis of a hybrid convo-
lutional neural network, which would consist simply of the 
selected unique blocks, showed a nonlinear increase in learn-
ing time losses. Therefore, the procedure for the synthesis of 
hybrid neural networks was proposed. At the first stage, the 
structural and parametric synthesis of basic CNN was per-
formed. At the second stage, the structural and parametric 
synthesis of hybrid CNN was performed, which consisted of 
the singled-out unique blocks.

To achieve the accuracy of 85 % (Table 1) by differ-
ent optimization algorithms, the difference between the 
number of epochs only by the optimizer and the proposed 
method was:

– for the algorithm of the fastest descent – 790 epochs, 
which corresponds to a win of 21.55 %;  

– for the accelerated Nesterov gradient – 307 epochs, 
which corresponds to a win of 17.72 %;  

– for Adagrad algorithm – 220 epochs, which corre-
sponds to a win of 17.50 %;  

– for RMSProp algorithm – 13 epochs, which corre-
sponds to a win of 4.47 %;

– for Adadelta algorithm – 19 epochs, which corresponds 
to a win of 9.74 %;  

– for Adam algorithm – 4 epochs, which corresponds to 
a win of 7.59 %.

Compared to the performance of the two-step algorithm 
against optimization algorithms (Table 2), it turned out that 
the winnings range from 8.21 % (in the case of the Adam 
algorithm) to 27.47 % (in the case of the algorithm of the 
fastest descent). 

In comparison, the use of a two-level optimization al-
gorithm using the algorithm of the fastest descent at the 
last stage and with the use of other two-step algorithms at 
the second stage of neural network configuration (Table 3) 

Fig. 13. The architecture of classification ensemble: Rule – rule; MLP – multilayer perceptron
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demonstrated that the winnings range from 101.75 % (in the 
case of the algorithm of the fastest descent) to 5,805.54 % 
(in the case of the Adam algorithm).

Data collected during the verification of the proposed 
algorithmic support on the example of processing com-
puted tomography of lung examination in order to detect 
tuberculosis in the presence of tuberculosis showed that the 
accuracy of solutions of individual convolutional classifiers 
without the proposed segmentation architecture (Table 4) 
ranges from 90.02 % (in the case of using Squeeze and 
Excitation-Residual Module as a classifier) to 91.74 % (in 
the case of using Inception-Attention Block as a classifier).

In the case of using a full convolutional majoritarian 
ensemble (Table 5), it amounted to 93.36 % on the test sam-
ple. While the accuracy of other ensembles (Table 8) is less. 
Thus, for CNN bagging, it is 91.39 %, for Bagging Decision 
Tree – 83.85 %, and for AdaBoost – 83.85 %. 

Such a win for the proposed procedure of structural 
and parametric synthesis is explained by the fact that other 
architectural ensembles have deterministic topology, while 
the developed procedure makes it possible to change the to-
pology (or rejecting unsuccessful topology) in case of failure 
to reach the accuracy criterion.

The advantages of the ensemble structure of neural 
networks are a significant improvement in the results of the 
solution to the set problem in comparison with any network 
that is part of the ensemble, on condition that the involve-
ment of NN in the ensemble takes place according to the 
criteria of accuracy and diversity. 

Under the proposed approach, the ensemble structure 
is used twice: when solving the problems of segmentation 
and classification, and, in the problem of classification, each 
NN that is part of the ensemble processes its set of features, 
which increases accuracy.

The disadvantage of using the ensemble structure is 
to increase computing costs due to the need to train more 
networks and implement the NN selection procedure, which 
are included in the ensemble. This study does not take into 
consideration the possibility of a small training sample and 
its quality. Eventually, other researchers may conduct re-
search on the use of the transfer learning procedure in small 
sampling.

This study could be used in the development of new 
hybridization principles both in choosing the structure of 
NN and in setting parameters. In applied terms, this study 
could be used to build intelligent medical diagnostic sys-
tems to diagnose affected lung areas, namely tuberculosis. 
There are certain limitations for the development of such 
systems, namely, the effectiveness of the proposed approach-
es depends on the quality of the training sample, namely 
its length, which, in some cases, is difficult to achieve. The 

situation is complicated in the case when the results of the 
research are not digitally translated, which, in turn, compli-
cates the preparation of the training sample for their use in 
the configuration of the selected HNN architecture.

The results of our work could also be expanded as a re-
sult of the study of the properties of unique blocks and the 
possibilities of combining them in different configurations.

7. Conclusions 

1. Unique blocks (modules) of modern convolutional net-
works, their functionality, and properties have been defined. 
This makes it possible to improve the quality of the network 
to detect significant features of the image by, for example, 
increasing the number of layers without the possibility 
of dropping for a local gradient. In addition, a reduction 
in computing costs is achieved by selecting a significant 
processing area. The use of such blocks in hybrid neural 
networks, instead of using the networks themselves, will 
increase the accuracy of solving the classification problem 
while reducing computing costs.

2. A two-step procedure for determining the structure 
and parameters of a hybrid neural network with the forma-
tion of its binary representation based on the use of a hybrid 
multicriteria genetic algorithm has been developed. Other 
modern gradient methods with the determination of their ef-
fectiveness were also used, which makes it possible to bypass 
the problem of getting into a local extremum when training 
the network, as well as to raise the accuracy of solving the 
classification problem.

3. The algorithm of formation of the ensemble of hybrid 
convolutional neural networks for solving the segmentation 
problem based on the use of the Ensemble-ADD method 
has been developed. As components of Ensemble-ADD, 
the results of such segmentators as Mask R-CNNADD, 
DeeplabV3+ADD, Deep Pyramid-Attention Module ADD 
were used. That created the final mask of segmentation, the 
algorithm for forming an ensemble of classifiers with the 
definition of its structure, criteria, the contribution of each 
classifier. This has made it possible to optimize the composi-
tion of the ensemble, reduce computational costs, and raise 
the accuracy of solving the classification problem.

4. The proposed algorithmic support was checked using 
the example of processing computed tomography images 
of lung examination in order to detect tuberculosis in the 
presence of tuberculosis. The test accuracy of solving the 
full ensemble of classifiers was 97.14 %, while the test ac-
curacy of other ensembles was: Random Forest – 87.15 %, 
AdaBoost – 54.25 %, Bagging Decision Tree – 83.85 %, 
CNN bagging – 91.39 %.
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