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This research is aimed at identifying the
parts of speech for the Kazakh and Turkish
languages in an information retrieval system.
The proposed algorithms are based on machine
learning techniques. In this paper, we consider
the binary classification of words according to
parts of speech. We decided to take the most
popular machine learning algorithms. In this
paper, the following approaches and well-known
machine learning algorithms are studied and
considered. We defined 7 dictionaries and tagged
135 million words in Kazakh and 9 dictionaries
and 50 million words in the Turkish language.

The main problem considered in the paper
is to create algorithms for the execution of
dictionaries of the so-called Link Grammar
Parser (LGP) system, in particular for the
Kazakh and Turkish languages, using machine
learning techniques.

The focus of the research is on the review
and comparison of machine learning algorithms
and methods that have accomplished results on
various natural language processing tasks such
as grammatical categories determination.

For the operation of the LGP system, a
dictionary is created in which a connector for
each word is indicated — the type of connection
that can be created using this word. The authors
considered methods of filling in LGP dictionaries
using machine learning.

The complexities of natural language
processing, however, do not exclude the
possibility of identifying narrower tasks that can
already be solved algorithmically: for example,
determining parts of speech or splitting texts
into logical groups. However, some features
of natural languages significantly reduce the
effectiveness of these solutions. Thus, taking
into account all word forms for each word in
the Kazakh and Turkish languages increases
the complexity of text processing by an order of
magnitude
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1. Introduction

Currently, natural language processing (NLP) is consid-
ered a major problem in many areas [1]. Fundamental tech-
niques in NLP include sequence labeling, n-gram patterns,
rollback, and scoring. These techniques are useful in many
subject areas such as machine translation, named entity rec-
ognition, etc., and tagging in turn gives us a simple context
to represent them.

The research is aimed at creating a scientific and techni-
cal groundwork in the field of information and communica-
tion technologies and obtaining new knowledge that allows
for semantic analysis of texts in natural languages [2].

Research on the development of a system for deter-
mining grammatical categories for the system of relations
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of the Turkic languages, and the implementation of tools
for constructing connection diagrams on the platform of
the LGP software system for the Kazakh and Turkish
languages are currently insufficient for automatic text
processing.

Many researchers are inclined to the need for a deep
semantic analysis of texts to create their semantic images,
on the basis of which it would be possible to conduct a
fine ranking of documents. This approach is undoubtedly
the most reasonable, but it requires careful and long work
on creating suitable tools for automatic text processing.
In particular, a detailed description of various areas of
knowledge may be required. Therefore, it also makes sense
to search for partial solutions, one of which is presented
in this paper.




The disadvantages of known procedures (methods):

— the need to develop new and improve existing algo-
rithms for searching and ranking documents that can take
into account the semantics of incoming requests;

— the presence of scientific problems related to the search
and analysis of textual information; the variability of vocab-
ulary, homonymy and syntactic synonymy (paraphrasing);

— the need to develop fast search and analysis algorithms
used for large text collections, as well as the fact that infor-
mation search and analysis algorithms are often hidden by
developers.

Therefore, studies that are devoted to the problems of in-
formation search have always been relevant for the Internet
and have scientific relevance [3]. First of all, this is due to the
enormous amount of information resources.

Nowadays, the tasks of data mining, searching and
extracting information, determining the topics of texts are
complex, but relevant. The semantic analysis of textual in-
formation plays a particularly important role.

2. Literature review and problem statement

The research paper uses a software tool known as Link
Grammar Parser [4]. Although it is called a parser, in fact, it
considers a lot of relationships between words that can be called
semantic. The number of main links for the English language
is more than 100. Taking into account the fact that there are
various “derivative” connections, about 200 connections are
obtained. Dictionaries are easy to add new links. In fact, the
whole theory of [5], the research of [6] on the semantics of
verbs, etc. can be put there. The method of matching sentences
used in the so-called basic algorithm is quite simple. An attempt
was made to find out which set of links is sufficient to get good
results when determining relevance. The paper presents this
set — 35 links. It also says the following. The minimal variant
that gave fairly good results when only 8 connections were tak-
en into account: C, CC, S, SI, SF, SFI, SX, SXI. Connections
were found that significantly spoiled the situation.

Further, an attempt was made to take into account the
paraphrasing. Actually, about 35 paraphrases were formulat-
ed for the English language. Many types of paraphrases are
considered for the Russian and Kazakh languages [7]. Ex-
periments have shown that taking into account paraphrases
almost does not give any effect. The fact is that the snippets
that were analyzed are usually very simply arranged, have a
direct word order, etc., and queries are also usually simply
arranged. Any artificial variations of requests were not
considered.

In the tasks of classifying texts by topic, the topic in
the work is a set of small reference texts. In most works, the
topic is associated with a set of keywords that are either set
initially or formed during the operation of algorithms. Thus,
in the work, fragments of the text under study (for example,
paragraphs) are compared with standards. In principle, dif-
ferent fragments can be attributed to different topics.

This is done as follows: some graphs are compared to a
text fragment and a standard, then they are compared. [9]
whose works are used in the work compares the text with
a graph such that statistics and word order are “sewn” in it.
The paper additionally involves the relations (i.e. connec-
tions) generated by the Link Grammar Parser system. It is
important that the graph is compared to the text as a whole,
and not to a separate sentence.

Thus, two graphs corresponding to the text fragment
and the standard are obtained. Next, the vertices with
large weights are allocated in a certain way in them. When
determining the weights of words, they usually refer to the
concept of PageRank, but, in fact, there is another analogy.
In mathematical logic, there is a concept of the rank of for-
mulas. If we look from the complexity point of view, then
vertices with low weights are discarded, while the complexi-
ty of the algorithm decreases.

Summarizing, we can say that in general, the algorithms
for determining topics, classification by topic, etc. have some
instability (including the algorithm proposed in the paper)
in relation to subject areas. If there is a well-established
terminology in these subject areas, then the algorithms work
quite correctly. Moreover, “playing on the choice of thresh-
olds”, you can see how the document classes are divided into
subclasses, and the tree-shaped structure is clearly visible. If
the terminology is not well-established, then we get incor-
rect results.

The question arises, why is this happening? Two hy-
potheses can be made. Hypothesis 1. The set of syntactic
relations, if we use the classical theory of syntax, is too
simple. The choice of the set of semantic relations used in
the Exactus system [9] is not sufficiently investigated. The
theory of [10] or the communicative grammar and their own
programs are used, all the same, the question remains unex-
plored, which connections are “useful”, which are “harmful”,
and maybe some connections are missing.

While working on the study, efforts were made to clarify
this issue. The main focus of the study is on reviewing and
comparing machine learning algorithms and methods that
allowed us to obtain results when solving various natural
language processing tasks, such as determining grammatical
categories.

For the LGP system to work, a dictionary is created in
which a connector is specified for each word — the type of
connection that can be created using this word. The authors
consider methods of filling LGP dictionaries using machine
learning.

However, the complexity of natural language processing
does not exclude the possibility of identifying narrower tasks
that can already be solved algorithmically: for example,
determining parts of speech or dividing texts into logical
groups. However, some features of natural languages sig-
nificantly reduce the effectiveness of these solutions. Thus,
taking into account all word forms for each word in the Ka-
zakh and Turkish languages increases the complexity of text
processing by an order of magnitude.

The second hypothesis is that the account of syntax and
morphological features in Exactus is too strict [11]. There-
fore, the system rejects almost everything, does not find
matches between the matched sentences.

As a result, a comparison with a close approach, i.e. with
the Exactus system, is omitted in the work and the abstract,
because the comparison is not in favor of Exactus. However,
it is known from publications that there are subject areas in
which Exactus works correctly, and is useful in practice.

In particular, [12] describes the approaches focused on
agglutinative languages. In most works, the authors limit
themselves to considering the morphological structure of the
Kazakh or Turkish languages, carry out their comparative
analysis.

The Slavic and East European Language Resource Cen-
ter of Duke University presented the Kazakh grammar with



suffixes in a manner that seeks dividing the suffix from its
various surface forms [13].

Like Kazakh, the Turkish language is also highly agglu-
tinative. [14] provided a full and accessible description of
the language, concentrating on the real patterns of use in a
Comprehensive Grammar for Turkish.

In 2019, a stemming algorithm for the Kazakh language
using the rule-based approach was provided by [15]. The
stemming algorithm will be useful in the development of
sentiment analysis for the Kazakh language, because of its
rareness and competency. The stemming algorithm works
with the aim to cut ending combinations. The results were
checked by Machine Learning algorithms using the anno-
tated dataset, which were retrieved from the Kazcorpus
dataset.

Our review has revealed the following disadvantages of
known procedures (methods):

— the need to develop new and improve existing algo-
rithms for searching and ranking documents that can take
into account the semantics of incoming requests;

— the presence of scientific problems related to the search
and analysis of textual information.

Vocabulary variability, homonymy and syntactic synon-
ymy (paraphrasing).

The need to develop fast search and analysis algorithms
that can be used for large text collections.

Algorithms of information search and analysis are often
hidden by developers.

Therefore, it is necessary to develop an improved method
for the grammatical categories determination for the Turkish
and Kazakh languages based on machine learning algo-
rithms and fulfilling dictionaries of the link grammar parser.

For this research, we selected the rule-based part of
speech tagging. As a rule, 8—9 classes are considered, they
are Noun, Verb, Participle, Article, Pronoun, Preposition,
Conjunction, Adverb, and Adjective. However, Articles in
some cases were not considered because of the Turkic lan-
guage peculiarities.

3. The aim and objectives of the study

The aim of this study is to develop a machine learning
algorithm for determining grammatical categories for the
system of relations of the Turkic languages, and the imple-
mentation of tools for constructing connection diagrams on
the platform of the LGP software system for the Kazakh and
Turkish languages.

To achieve this aim, the following objectives were set:

— to create a rule-based algorithm for dataset tagging;

—to test machine learning algorithms for solving the
problem of part of speech, case of noun and determination
for Kazakh;

—to test machine learning algorithms for solving the
problem of part of speech, case of noun and determination
for Turkish;

— to create special dictionaries for LGP.

4. Materials and research methods

The studies are partly based on the “Set-theoretic models
of languages” theory of S. Marcus. The features and connec-
tions of the LGP system are specially encoded by some num-

ber vectors. The system for fulfilling dictionaries of LGP
essentially uses the developed identifiers of parts of speech
of the Kazakh and Turkish languages. The research basically
focuses on Kazcorpus, i.e. the Kazakh language corpus and
Turkish National Corpus (TNC) of the Turkish language.
Kazcorpus contains more than 400,000 documents [16] and
TNC contains about 50 million words [17].

When implementing the prototype of the LGP system for
the Kazakh and Turkish languages, a communication system
for the Turkic languages was proposed. We have identified
7 dictionaries and marked 135 million words in the Kazakh
language and 9 dictionaries and 50 million words in the
Turkish language.

The main problem considered in the paper is the creation
of algorithms for the execution of dictionaries of the so-
called link grammar parsing system (LGP), in particular for
the Kazakh and Turkish languages, using machine learning
methods.

The study used mainly methods related to information
technology and used in the processing of texts in natural
language, as well as methods from graph theory and math-
ematical logic. The work involved quite extensive material
from classical and mathematical linguistics.

In this paper, two major problems are considered.

The first problem is to develop an algorithm for deter-
mining the parts of speech in Kazakh and Turkish. The
algorithm is based on machine learning [18]. A deeper con-
sideration of this topic leads us to the theory of [19] that
is well-known as “Set-theoretic models of languages”, and
Word2vec technology [20].

Markus showed that having a collection of texts, it is
possible to formally determine grammatical categories of the
language using computational procedures: parts of speech,
gender, and cases. At the same time, well described in the
literature generative grammars of languages do not allow us
to do this correctly.

Word2vec is a set of models for analyzing the semantics
of natural languages, where the technology is based on dis-
tributive semantics and vector representing of words. This
tool was developed by a group of Google researchers in 2013
and described in their paper “Distributed Representations
of Words and Phrases and their Compositionality” [21]. In
order to create a repository of vector representations of the
words of the Kazakh language, we had to perform a huge
work on analyzing Kazcorpus [16], the Kazakh corpus of
texts and Turkish National Corpus (TNC) for the Turkish
language [17]. First, we tagged the corpus with the rule-
based model and then on this basis, we have tested various
machine learning algorithms such as Logistic Regression,
Support Vector Machine (SVM), Decision Tree, Random
Forest, etc.

The second problem is to develop and implement meth-
ods based on machine learning for fulfilling the dictionaries
of the LGP software system. This parser is based on an
original Link Grammar theory of syntax and morphology.
It is noteworthy that this theory is totally different from the
classical theory of syntax. After receiving a sentence, the
system adds a syntactic structure that consists of a set of
labeled links that connect pairs of words.

Currently, there are some variants of this system for
many other languages. The Institute of Informatics Systems
of the Siberian Branch of the Russian Academy of Scienc-
es (IIS SB RAS) carried out advanced studies for the Ka-
zakh and Turkish languages.



The agglutinative languages are characterized by a
sufficiently developed system of word-formation and in-
flectional affixation, grammatical uniqueness of affixes and
the absence of alterations. Agglutination is the essence of
forming new grammatical forms and words by attaching to
the stem the affixes with distinct properties in a way that the
boundaries of morphs do not change. Each affix has a single
meaning, and each function is expressed by one particular
affix. The phenomenon of agglutination is reduced to the
assignment without changing the word-forming suffix to
the morph of the stem. In this case, each specific suffix or
affix has specific semantic, psycholinguistic meanings and
functions [22].

Rule-based algorithm for the Kazakh and Turkish lan-
guages.

Morphologically and syntactically, the Kazakh language
is anominative and agglutinative language with the presence
of polysynthetic language. There are 8 parts of speech in Ka-
zakh: Adverb, Adjective, Verb, Noun, Numeral, Conjunction,
Pronoun and Postposition.

Let’s name a finite set of words a dictionary as and consid-
er a free semigroup as on, namely, the set of all finite sequences
of words are defined with an associative and non-commutative
binary operation of concatenation. The sequence of words are
also called as the sequence (chain) over. The zero sequence,
we denote 0 as a sequence of Ox=x0=x, where x is for each
sequence. In the above example, the specifically stated words
are not considered.

We suppose that a language L contains a word w and
a dictionary D. Each word has a stem s and an affix a. We
define part-of-speech tags as categories C;. We define predi-
cates Ci(w), Ai(w), Di(w), where w belongs to category Ci(w),
a belongs to category A;(w), and w belongs to category D;(w).

We define model m, where m|=C;(x) means that property
Ci(x) is true in the model m, as follows:

1. m|=C,(w) > (w=s+anrA(a))vD,(w), (1<i<5);
2. ml|=C,(w) > D,(w), (6<i<8).

Here are affixes and selected set of tagged words from
Kazcorpus and TNC accordingly.

Thus, using the general rule-based algorithm, it is possi-
ble to describe separate causes.

Input: Word
Output: Part of Speech
While true:
Take word from the text;
If word has Noun-affix or word in Noun-dictionary:
Function returns “Noun”
Elif word has Verb-affix or word in Verb-dictionary:
Function returns “Verb”
Elif word has Adjective-affix or word in Adjective-dic-
tionary:
Function returns “Adjective”
Elif word has Adverb-affix or word in Adverb-dictionary:
Function returns “Adverb”
Elif word has Pronoun-affix or word in Pronoun-dictio-
nary:
Function returns “Pronoun”
Elif word has Preposition-affix or word in Preposi-
tion-dictionary:
Function returns “Preposition”

Elif word has Determiner-affix or word in Determin-
er-dictionary:
Function returns “Determiner’
Else:
None
If press ctrl+C:
Break(close)

i

Description of the rule-based algorithm for the Kazakh
language is based on Kazakh Grammar with Affix List pro-
posed by [20]:

Al: (. *mral. *me|. *paii|. *meit|. *rait|. *reii|. *mai]. *neit|.
*naiipia|. *meiiin|. *raiipral. *reitin|. *mamal. *mewmel.
*manbik|. *menik|. *cuin|. *cin|. *nan|. *men|. *rtan|. *remn).
*nanl. *uen|. *nel. *ral. *rel. *unal. *uze|. *ral. *re|. *xal. *xe|.
*nal. *ue).

If word wcD1={epresn|6yrin6ubLa|ranepren|epre|kbicTa
itlochinmamal sxemeitinuelxblaaampxakcoi|kubinonaiilasral
temen|conaalinrepilaprkalceiprrajMynaalaprralimrelete.) or

w=s+Al—>weCl (Adverb).

A2: (. *nwik|. *mikl. *reik|. *rikl. *apik|. *nix|. *mas|.
*ppim). *rim|. *kpim|. *xim]. *mex|. *max|. *mbial. *uri).
*moi|. *mil. *rei|. il *aeil. il *Feil. *ril. ke *xi]. *paii].
*neit|. *raii. *rei|. *ul. *br).

If word wcD2={a6aiilarbnmbin|aga|aiinagaiilak|ken
injakkyOalakcak| akmibiakek|akblaablakblibilakbiMak|aial
anacalanrpimkb|6aii|6aiiryc|6aiican bl 6aiiTak|6akbITCHI3
|6akbiTTHI/Gacka|6acTaybim|GacToi|Tycrijraspanran|raskaii
bin|paiibin|nanalpapeinabi|nomailnomciseraeleskenrilemaik|
en|enbexkoplerkim|epexue|epecex|epkinjepreleprenrilepi
niek|ecenmileckil;xa6ai bl abbiK|5KaF b MBI KaFbIMCHI3
|:’xa36a|KxasbIk|sKaii|kailabl|kaKchl|3ua/bl31aH bl Kopi|ke
neifkes|kenren|kexuin|kene|konepren|keninni|konincialk
enurii|keTepinkilkyiteyre|mpikkan|kyarin|kynaiprijkynki
nilkymiclkyngenikTilkynaisrilkyrripr|kypaenilkyTren|ky
TIereHKaTThiKayincis|kayinTikahapman|kucork|kubin|kon
alkoaiiablKoHaKKal|[KoHbIp[KOC|[KOCHIMIIA|KOIO|KY|KYyaHbI
HITHI|KY B pbLIFaH|KypaMa|ky prak|KypMaiac|kypMeTTi|ky Tt
bI|KbI36a|KbI3FaHIIaK|CapbI|[KbI3BIK|K bI3bIKCbI3|KbI3BIKTbI|KbI
3BLI|KBIMOAT[KBIMOAT T BI[KBIHBI P|KBI PFBI3|[KBIPCHIK[KBICKA|K I
cKbI[KbIIKbLA|Tac|Mali 1a|MakcaTThI|MaKkTaHIIAK|MEMIEKET
Tik|MoMmbIH|pecMmulperTik|pusalpyxanu|cabpipbilcabbpen
3|cak|caxabl|cankbit|casMakTblcanbipay|capan|capbi|ca
y|cayaTTbi|conemet|conilcesimTan|cemis|cenrim|cenimailc
upek|cosi|conrpi|conak|cesyap|cesmien|cy bl cybik|cyiibik|c
yayleyp|reric|remip|rentex|ren|repen|Tuimailrox|roxbimal
TOJIKBIHIBI| TOJIBI|TOIBIK|TOMITAK| ToMeHTi|TyFaH| Ty panrbii|
Ty3nanran|Tysabiletc.) or

w=s+A2—>weC2 (Adjective).

A3: (. *cuiuaap|. *cinuep|. *coiznapl. *ciznep|. *upizaapl.
*Hizgepl. *ray|. *mpin|. *min|. *6b|. *6in|. *nbm|. *minl.
*Mp13|. *Mi3|. *6br3|. *6i3|. *mbi3|. *mis|. *coim|. *cim|. *cbr3|.
*cial. *m|. *k|. *u|. *maap|. *maepl. *nw13|. *uis|. *an|. *win). *in.
*rl. *ap1. *mil. *TeI|. *Ti|. *e|. *ii|. *cal. *ce|. *y|.*p).

If word @S D3={Typ|syp|oTsip|sarsip|kep|amm|xe|6o|k
y|ken|ryplxyplxar| syriplkereplan|kam]opan|xbinalicy|x
piMu|cekip|kyan|et|6ep|oxes|cunalcoinalkunalryame|oitnalk
nin|kapalken|kinana|xepken|roitfken|cynaletc.} or

w=s+A3—weC3 (Verb).



Ad:(|. *pixil. *rikil. *wikil. *pan]. *men|. *ran|. *ren.
*nan|. *nen|. *apim|. *ain|. *toin|. *rinl. *winl. *uoml. *gap)|.
*nepl. *rap|. *rep|. *napl. *nep)|. *i|. *pi|. *mupi1]. *uri|. *6al. *6e|.
*nal. *mel. *mal. *me|. *nal. *nel. *ral. *re|. *nual. *mae|. *awi.
*ni|. *Toi|. *ri|. *npl. *ni|. *nl. *6al. *6e|. *ual. *ne|. *mal. *me|.
*ral. *re|. *kal. *xe|. *nal. *uel. *al. *e).

If word wSD4={xapu|agam|kbis|6anajut|mbicbikaamalr
yalya|aralanaloke|oxe| kymbipckalxymbipTKalycTen|opbin
BIK|THITIKAH|KaTaM|KaaMITsIp|Hoy TOY K[ramamTop|kiTat|ma
ket|nopbalcrizbalkaras|nonrep|cosrbim|Tebe|TakTa|THIpHA
k|uram|Gac|euriprim|keripriugkapron|kacoik|kai mbi|maii|t
OHa3bITKbIII|IIaHBIIIKbI|[Kece|6analkbis|yJlete.} or

w=s+A4—weC4i (Noun).

A5: (. *immri|. *pramrsr).

If word wcD5={6ip|exi|ym|repT|6ec|anTri|xeri|ceris|To
FBI3|OH|KUBIPMalOThI3| KbIpbIK|ey|anmbiclxeric|cekcen|t
oKcan|Ky3|MbIH} or

w=s+A5— w, then weC5 (Numeral).

A6: If word wcD6={xomue|opi|nalne|ra|re|6en|nen|an|6
ipax|anaiinalnerenmen|oiitkenmen|oiiteren nefoiitnece|6
onmacald|skulueluemece|6onmacalonnelGipece|Gipae|srin
loiiTkeni|cebebilconabikTan|ereplonaalete.}, then

weC6 (Conjunction).

AT7: If word wcD7={men|cen|ciz|on|6is|cennep|cisaeplo
nap|menin|cenin|cisain| oubin|6izain/cennepain|cisaepain
onapabin}, then

weC7 (Pronoun).

A8: If word wcD8={ywmin|rypanbi|xaiiabixaiibinmial
sKoHine|6oiibmal Goilbinaal6oiibi|caiibinjapkbiablcusk
TBI|TOPi3 | CHIK BB CeKiJIi[Fy PIIBI|KY PJIBI[FY PIBIM|UITAM
anpl|makTei|kapaabl|Tyrialkeitin|con|6epil6acran|6ackalo
ypoit|opilapTeik|6eTeplactam|aca|Toic|repi|kepi|neitin|ureit
in|kapaii|canpim|xybik|Tasgy|raman|tapTalcoiikec|opaiika
pebi|6oatal6ipre|kocalkarap|kabaT|malme|6al6e|malme|mbr|mi
6w1|Gi|rpifii|ete.}, then

weC8 (Postposition).

For example, “Azam aysan, ceinbipa cayJjai, Oaiijbl
skayoran kericep”. (Kunanbayev, 1893). First, we divide the
sentence into words, so we have:

1) “amam” — there are no affixes so the algorithm checked
the dictionary and found it in D4;

2) “aynan” — there is an affix *an|. and it could be found
in A3;

3) “cuimbipa” — there is an affix*al. and it could be found
in A3;

4) “caynan” — there is an affix *amn|. and it could be found
in A3;

5) “6aitap” — there is an affix *zp1]. and it could be found
in A4 and A2, the stem “6Gaii” as well could be found in D4
and D2;

6) “xericep” — there are two affixes *p|. and *ce|. and
they could be found in A3.

Description of the rule-based algorithm for the Turkish lan-
guage is based on a Comprehensive Grammar proposed by [14]:

Al: (. *sall. *1t]. *cagiz|. *c1k]|. *cik]|. *cuk]|. *ciik).

If word wcD1={hakkinda|yukarisindalkarsisindalson-
ralkarsisindalarasindal| etrafindalgibi|énce|dniinde|arkasinda
lasagisindalaltindalyanindalarasindalétesindelamaltarafinda
nlragmenlasagi|sirasindaldisindalicinlitibarenli¢indelicinde|
i¢inelyakin|yakininda/sonra|sonrasindaliizerindelkarsisind
a|disari/disinda|disarisindaliizerinde|basinalartiek|olarak|e
trafinda|beri|dolayi|gore|sayesinde|kadar|dogrulaltindalak-
sinelkadar|yukarifiizerinden|araciligiylalile|iginden|ol-
madanliki|kelime|gore|nedeniyle|yakin|dolay:|harig|u-
zakliginde|yerine|yakin|yanindaki|disinda|énce|énc-
esindelii¢/kelime|kadariylalolabildigince|uzak hem|de|ek|olar
ak|oniinde[ragmen|adinaliizerinde|belirtecledatlarilbulo[bun-
lar|Bufninjetc.} or

w=s+Al—>weCl (Adverb).

A2: (. #s1z). *siz). *suzl. *siiz|. *i]. * 1i]. *lu |. *li|. *ca|. *ce .
*¢a |. *¢|. *cil|. *c1l|. *s1n).

If word wcD2={orgeneralledildigi|siyah|mavi|kahv-
erengi|gri|yesil|portakal| rengilmor|kirmizi|beyaz|sari|b
iiyiik|derin|uzun|dar|kisa|kiigiik|[uzun|yiiksek|kalin|ince|
genis|dairesel|yuvarlak|diiz|[kare|iiggen|seklinde|aci|taze|tu-
zlu|eksi|baharatli|tatli[kétii|temiz|karanlik|zor|kirlilku-
rulkolay|bos|pahali|hizli|lyabanci|tam|noksansiz|doluli-
yi|sert|agir|ucuz|hafif|yerel|yeni|giiriiltiili|eski|gii¢
li|sessiz|dogru|yavas|yumusak|¢ok|zayif|islak|yanlis|-
genglaz|kiigiik|cok|cok|bolim|bazi|birkag|biitiin|etc.} or

w=s+A2—>weC2 (Adjective).

A3: (. *lamak|. *lemek|. *almak]. *1|. *e|. *damak]|. *demek|.
*atmak|. *etmek|. *1kmak|. *ikmek|. *1msamak|. *imsemek
*kirmak|. *lanmak|. *lenmak|. *lasmak|. *lesmak|. *samak|. *se-
mek|. *alal. *ele. *1msal. *imse|. *in|. *unl. *iin|. *s|. *t|. *1l|. *il).

If word wcD3={a¢cmakl|acarlactirmak|akmak|akar|akit-
makl|almak|alistim|alir| aldirmak|anmak|anarlandirmak]|art-
mak|artar|artirmak|asmak|asar|astirmak|asmak|asar|asir-
mak|atmak|atar|attirmak|/banmak|banar|bandirmak|bas-
mak|basar|bastirmak|bikmak|bikar|biktirmak|boz-
mak|bozar|bozdurmak|/bulmak|bulur|buldurmak|caymak|ca-
yar|caydirmak|cosmak|cosar|costurmak|cakmak|¢akar|¢ak-
tirmak|calmak|calar|caldirmak|calmak|etc.} or

w=s+A3—>weC3 (Verb).

Ad: (#. #le|. *cil. *c1|. *eul. *cii|. *¢i. *e1|. *oul. *¢ii. *t]. *til.
*tul. *tii]. *cal. *cal. *ce|. *¢el|. *acak|. *ecek|. *ak|. *ek|. *ga|. *ge|.
*dal. *de|. *gan|. *kan|. *gen|. *ken|. *g1|. *gi|. *g1g|. *gi¢|. *gin|.
*kan|. *gin. *kin|. *giin. *kiin|. *gun|. *kunl. *1|. *i|. *e|. *ul. *il.
*1c1. *icil. *ucul. *icii|. *1k|. *¥ik|. *uk|. *iik|. *1m|. *im|. *um|. *im|.
*in|. *un|. *iin]. *ing|. *ing|. *ung|. *iing|. *int1. *inti|. *untul.
*{intil. *ar|. *er|. *1r|. *ir|. *ur|. *iir]. *rf. *1g]. *is|. *us]. *is|. *1t]. *it|.
*ut]. *iit|. *t. *til. *tul. *tii | *dum|. *dun|. *dunuz).

If word wcD4={kol|gerilyanaklar|gogiis|cene|ku-
lak|dirsek|goz|yiizlparmak|  parmaklar|ayak|sag|el|kaf-
alkalp|diz|bacak|dudak|agiz|boyun|/burunomuz/mide|disler|
uyluk|bogaz|basparmak|ayak|parmagi|dil|dis|kuv-
vet|idare|denetlemelincelemelerde|tatbikat|incelemele-
rde|denetlemelidare|savunmaletc.} or

w=s+A4—weC4 (Noun).

A5: (. *uncul. *inci).



If word wcD5={birliki|ig|dort|bes|altilyedi|sekiz|on|do-
kuz|yirmi|yiizlbin| milyon|birinci|ilk[ikincilii¢iincii|dérdiin
ciijbesincilaltinci|yedinci|sekizinci|dokuzuncu|lonunculy-
irminciletc.} or

w=s+A5— w, then weC5 (Numeral).

A6: If word wcD6={amalde|dalise|ile/kilmadem|fakat|hat-
talya dalyahut|etc.}, then we C6 (Conjunction).

AT: If word wcD7={ben|sen|o|bizlsizlonlar|bana|sanalonalbi-
zeJsizelonlaralbende|sende|ondalbizde|sizde|onlarda|bulsu|o[bun-
lar|sunlar|onlar}, then weC7 (Pronoun).

A8: If word wcD8={gibiligin|ile[kadar|dogru|gérelkadar|ka
rsifénce|sonra| berilitibaren|dolayilbakimdan|hakkindaltarafin-
danlyiiziinden|etc.}, then we C8 (Postposition).

A9: If word wcD9={sarj|saniyede[kontrollkonferans},
then weC9 (Foreign Words).

As an example, we took the sentence “Tiitiine boyle ha-
vada alistim Béyle havada asik oldum;” (Orhan, 1951). As in
the previous example, we divide the sentence into words and
apply the algorithm on them.

1) “tiitiine” — there is an affix *e|. and it could be found in A4;

2) “boyle” — there are no affixes, it could be found in extended
dictionaries D1 and D2, it could be both Adjective and Adverb;

3) “havada” — there is an affix *dal. and it could be found
in A4;

4) “alistim” — there are two affixes *im|. and *t| and they
could be found in A3 and A4 accordingly, so we check ex-
tended dictionaries and can find it in D3;

5) “asik” — there is no affix, however, it could be found in
extended dictionary D2;

6) “oldum” — there is an affix *dum| and it could be found
in A3.

Subsequently, the following options of well-known machine
learning algorithms were applied: Logistic Regression, K-near-
est neighborhood, Decision Tree Classifier, Random Forest,
Support Vector Machine. Computer Area Under the Receiver
Operating Characteristic Curve (ROC AUC) was taken for
prediction score. The dataset was divided into two parts:
train (67 %) and test (33 %) with random state 42. Parameters
for Logistic regression were stopping criteria le-4, with maxi-
mum iterations of 100. For the K-nearest neighborhood, we de-
termined parameters as 2 neighbors and ‘ball_tree’” algorithm.
The Decision Tree and Random Forest algorithms had quite
similar parameters, the only difference was in the numbers of
estimates in the Decision Tree equal to 100 and for SVM we
took C-Support Vector Classification with default parameters.

5. Results of the grammatical categories determination
for the Turkish and Kazakh languages

5. 1. Word2Vec Algorithm for Parts of Speech Deter-
mination

Due to the fact that when processing text, words of texts
are discrete and categorical features, because most algorithms
process only numerical values that are necessary for using
some vectorizers. After some experiments with TF-IDF,
Word2Vec and one hot encoder algorithms, we decided to
use Word2Vec because of its higher accuracy in results.

Word2Vec is a group of related models for the word’s oc-
currences and connections analysis, created by Google. There
are two general algorithms in Word2Vec such as Continuous
Bag of Words (CBOW) and Skip-gram. Vector model is the

algebraic model for representing text documents in the form
of vectors. In the vector model, the document is considered as
a set of terms, i.e. selected words or word combinations. Every
component of a vector of features corresponds to a separate
term. The numerical value of a component is named as a weight
of the term that characterizes the importance of the term for
representing the given document. If the term is not met in the
document, then its weight in this document is equal to zero.

Furthermore, all terms that are met in documents of a
processed collection may be ordered. If we want to write out
the weight of all terms for some documents, even the terms
that are not entered in the document, the vector will be ob-
tained in any event. In any case, the vector of the given docu-
ment will be represented in the vector space. The dimension
of this vector, as well as the dimension of the whole space, is
equal to the number of various terms in all collections, and
it is identical to all documents.

Word2Vec takes a huge corpus of content as its input and
usually produces a vector space having a dimension of several
hundred. Given a text corpus, the Word2Vec tool learns a
vector for every word in the vocabulary using the Continuous
Bag-of-Words or the Skip-Gram neural network architectures.

Kazcorpus Kazakh language corpus exceeds 135 million
words [23, 24] and it contains more than 400.000 documents
classified into five major genres:

1) literary genre comprises Kazakh literary works of art,
including novels, stories, poems, and others, published in the
range from the beginning of the XX century to the present;

2) official genre includes mainly official statutes, orders,
acts and other legal documents produced by the governmen-
tal organizations within 2009 and 2012;

3) scientific genre includes academic books, monographs,
theses, research papers and essays from various subject ar-
eas, such as computer science, biology, chemistry, and others;

4) publicistic genre (mass media) comprises periodicals
and articles from online sources, i.e. newspapers and maga-
zines published over the last ten years;

5) informal genre includes documents with colloquial
Kazakh texts extracted from the popular blog platforms
starting from 2009. The vector model for the Kazakh
language was built after experiences in using Kazcorpus.
Afterwards this model was used for parts of speech determi-
nation. For each tag, 1,000 words were taken. The results are
represented below (Table 1).

Table 1

Machine Learning algorithms for the Kazakh language
Part o speceh | LogRes | KN | | S | s
Noun 0.6777 | 0.6317 | 0.5910 | 0.6450 | 0.7098
Adjective 0.6542 | 0.6206 | 0.5594 | 0.6231 | 0.6962
Verb 0.8559 | 0.7046 | 0.6548 | 0.8315 | 0.8601
Adverb 0.8388 | 0.6857 | 0.6478 | 0.7879 | 0.8031
Pronoun 09072 | 0.5295 | 0.5318 | 0.8651 | 0.8221
Preposition | 0.7729 | 0.5241 | 0.5126 | 0.6414 | 0.5748
Determiner | 0.7641 | 0.5589 | 0.4964 | 0.6832 | 0.6475

We can see that the best predictor for nouns, adjectives
and verbs is SVM, for adverbs, pronouns, prepositions and
determiners is Logistic Regression.

Turkish National Corpus (TNC) for the Turkish lan-
guage is a corpus of contemporary Turkish language with



50 million words in it. TNC comprises texts of a wide range
covering 24 years (1990-2013).

Let’s define model m, where (m)|=C(x) means that prop-
erty C(x) is true in model m.

1. mEC(w) o w=s+a&A(a), or D,(w)Vi, ie{1,5};
2. mkC,(w) e D,(w)Vi, ie{6,8}.

Using this model system, we build the rule-based part of
speech algorithm. Based on rule-based and machine learning
algorithms, it can be concluded that algorithms are working
successfully. Algorithms of Machine Learning and Vector-
ization are working successfully. They may be used to fill up
various dictionaries such as dictionaries of LGP. The main
research question has been concisely answered. Fig. 1 shows
the best predictors for each part of speech.

In Fig. 1, for nouns, adjectives, verbs, conjunctions and
postpositions, the best algorithm is Logistic regression with
results of 0.7004, 0.7167, 0.6373, 0.781 and 0.6585, respec-
tively. For numerals, the best algorithm is Random Forest
Classifier. For pronouns and adverbs, the best algorithm is
Support Vector Machines Classifier. Using this information,
we could predict everything faster. Overall time spent on
calculations is 3.3033 seconds.

In Fig. 2, the results of machine learning algorithms
work for the Turkish language are illustrated. Overall time
spent is 4.7138 seconds.

——LogReg —#-KNN

0,9

Des. Tree

The best predictable algorithm for Turkish Nouns,
Verbs, Postposition and Conjunctions is K-nearest neigh-
borhoods, SVM is best for Pronouns, Numerals and Ad-
verbs. For Adjectives with a cross validation score equal
to 0.9086, the best is Logistic regression and for Foreign
Words, the best machine learning algorithm is Decision
Tree (0.8973). The meanest results are shown by random
forest algorithm.

Dictionaries for both languages were created. To bet-
ter understand the implications of these results, future
studies could address the determination of relations be-
tween words.

5. 2. Results of machine learning algorithms for the
Kazakh language

Part-of-speech determination for the Kazakh language
using machine learning algorithms. The first step in any
machine learning task is the determination of the base-
line solution. Fig. 3 shows the results of Zero-rule algo-
rithm.

The results, i.e. the quality of the parts of speech deter-
mination, are represented below (Table 2).

Thus, the best predictors are determined for each part of
speech in the Kazakh language. For nouns, adjectives, con-
junctions and postpositions, the best algorithm is Logistic
regression. Random Forest Classifier is the best algorithm
for numerals. For verbs, pronouns and adverbs, the best al-
gorithm is Support Vector Machines Classifier.
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Fig. 1. Machine Learning algorithms for prediction of parts-of-speech of the Kazakh language
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Baseline score for NN = 0.5
time: 0.00005174
Baseline score for ADJ = 0.5
time: 0.00005674
Baseline score for VB = 0.5
time: 0.00005293
Baseline score for CONJ = 0.5
time: 0.00005054
Baseline score for PNN = 0.5
time: 0.00004649
Baseline score for NUM = 0.5
time: 0.00005341
Baseline score for ADV = 0.5
time: 0.00006247
Baseline score for PostPST = 0.5
time: 0.00005150

Fig. 3. Baseline solutions for part-of-speech tagging
of the Kazakh language

Table 2
Machine Learning algorithms for the Kazakh language

Baseline score for NN = 0.5
time: 0.00003552
Baseline score for ADJ = 0.5
time: 0.00003982
Baseline score for VB = 0.5
time: 0.00003624
Baseline score for CONJ = 0.5
time: 0.00004053
Baseline score for PNN = 0.5
time: 0.00003529
Baseline score for NUM = 0.5
time: 0.00003910
Baseline score for ADV = 0.5
time: 0.00003910
Baseline score for PostPST = 0.5
time: 0.00003576

Fig. 4. Baseline score for part-of-speech determination task
of the Turkish language

Table 3
Machine Learning algorithms for the Turkish language

Algorithms Des. Rand. Algorithms Des. Rand.
Part of speech LogReg | KNN Tree For SYM Part of speech LogReg | KNN Tree For SVM
Noun 0.7004 | 0.5330 | 0.5605 | 0.6292 | 0.6896 Noun 0.7594 | 0.7972 | 0.7733 | 0.7347 | 0.7216
Adjective 0.7167 | 0.6360 | 0.5793 | 0.6675 | 0.7153 Adjective 0.9086 | 0.7770 | 0.7517 | 0.8220 | 0.8623
Verb 06372 | 05700 | 05329 | 05851 | 0.6549 Verb 0.821 | 0.8423 | 0.8266 | 0.8011 | 0.8051
Conjunction | 0.7810 | 0.6084 | 0.4887 | 0.7501 | 0.7753 PostPST | 08464 | 0.9113 | 0.9215 | 08566 | 0.9027
Pronoun 0.9510 | 0.8663 | 0.6462 | 0.8630 | 0.9685
Pronoun 0.9067 | 0.8895 | 0.6395 | 0.8233 | 0.9231
Numeral 0.9856 | 0.9542 | 0.9537 | 0.9835 | 0.9908
Numeral 0.5838 | 0.5055 | 04895 | 0.6444 | 0.5776 Conjunction | 09553 | 0.9643 | 0.9655 | 0.9451 | 0.9538
Adverb 07704 | 06873 | 0.6185 | 0.7397 | 0.7711 Adverb 0.8038 | 0.8315 | 0.7512 | 0.7947 | 0.8523
PostPST 0.6585 | 0.5496 | 0.5423 | 0.5975 | 0.5299 FW 0.8467 | 0.8936 | 0.8958 | 0.8064 | 0.8709

3. 3. Results of machine learning algorithms for the
Turkish language

Turkish morphology is characterized by a high degree of
stability and an almost complete absence of exceptions. In
Turkish, there are no nominal classes and gender category.
There are 9 parts of speech: Adverb, Adjective, Verb, Noun,
Numeral, Conjunction, Pronoun, Postposition and Foreign
words.

Part-of-speech determination for the Turkish language
using machine learning algorithms. The first step in any
machine learning task is the determination of the base-
line solution. Fig.4 shows the results of Zero-rule algo-
rithm.

The results, i. e. the quality of the parts of speech deter-
mination, are represented below (Table 3).

Similarly, the best predictors for each part of speech in
Turkish are determined. Datasets for the Turkish lan-
guage were parsed from newspapers such as Aksam and
Hiirriyet Daily News. The best predictable algorithm
for Turkish nouns and verbs is K-nearest neighborhoods,
SVM is best suited for pronouns, numerals and adverbs.
The best algorithm for adjectives is Logistic regression.
For other parts of speech, the best machine learning algo-
rithm is Decision Tree.

5. 4. Fulfilling Dictionaries of Link Grammar Parser

The methodological basis for the study of various objects
arising in computational linguistics and the verification of
their logical properties are the concepts and constructions of
mathematical logic: the calculus of first-order predicates, the
model, the concept of the truth of a formula on a model, etc.
Of great interest are constructions and concepts of mathe-
matical logic such as: Genkin’s construction, implementation
and omission of types, model completeness, forcing, as well
as a number of non-classical logics.

To solve the tasks set, it is proposed to use a method for repre-
senting semantic and syntactic relations between semantic units
of a sentence based on the diagrams of the LGP software sys-
tem. The diagrams obtained by the LGP analyzer are graphs.
This is followed by their preliminary preparation for compar-
ison and the comparison itself. The comparison of graphs will
be carried out not only at the lexical level, but also at the level
of connections between words. Of particular interest are algo-
rithms based on checking a number of logical properties.

The methodological basis for creating algorithms for
determining the topics of texts will be the article by Niraj
Kumar, which describes a method that allows taking into ac-
count the word order and quite effectively solves the problem
of determining topics and abstracting.



LGP is a syntactic analyzer of natural languages devel-
oped at the Carnegie Mellon University, USA. It is note-
worthy that, in general, the underlying theory differs from
the classical theory of syntax. Having received a sentence,
the system attributes it with a syntactic structure, which
consists of a set of marked connectors (links) connecting
the pairs of words. A detailed description of the system can
be found in [17,25]. Currently, there are LGP variants for
English, Russian, German, Arabic, Persian, etc.

LGP makes parsing using prepared dictionaries filled
manually. To make this work faster, we decided to use all
previously explained algorithms.

Within the framework of a joint project, in which the
authors of the paper participated, a representative system
of links for the Turkic languages was developed, on the
basis of which prototypes of the LGP software complex
for the Kazakh and Turkish languages were implement-
ed [17, 22].

During the automatic analysis of sentences, LGP identi-
fies both morphological and syntactic links simultaneously.
For example, by parsing the sentence “Anamuap anma xeni”
[in English: People ate an apple], the analyzer identified two
syntactic (S3p, OV) and two morphological (Np, Va3p)
connections (Fig. 5).

s oL L AL S3p------- +
| ----- $3----+
+--Np--+ | +--V--+

Fig. 5. Example of parsing the sentence in the Kazakh
language

Below is an example of parsing a sentence with a pos-
sessive pronoun in Turkish: “Senin ne istedigini bilmiyo-
rum” [in English: T do not know what do you want] (Fig. 6).

| +--R-+--Nv--+-Np2-+--Na-+--0V-+--Vn-+--Vr--+--Vls-+

senin ne iste.= =dig.= =in.= =i.na bil.= =mi.= =yor.= =um.vls

Fig. 6. Example of parsing the sentence in the Turkish language

The system for fulfilling dictionaries of LGP essentially
uses the identifiers of parts of speech. The experiments have
shown that the algorithms are working successfully.

6. Discussion of the results of the rule-based part of
speech algorithm

This paper is devoted to the study of algorithms that,
penetrating into the structure of the text, can deduce an ad-
equate assessment of the relevance of the text to the search
query, determine the topics presented in the text, form an ab-

stract based on the text. It is important that such algorithms
are based on the use of contexts and are not limited only
to keywords, their proximity or frequency. The proposed
approach is based on the use of the link grammar, built on
its basis by the LGP software system and the methods of
mathematical logic.

Development of a system of connections (morphological
and syntactic) for the Turkic languages, and implementa-
tion of tools for constructing connection diagrams on the
platform of the LGP software system for the Kazakh and
Turkish languages.

In this paper, the author focuses on methods that are not
statistical at all. An agglutinative language is a language
that has a structure in which the dominant type of inflection
is agglutination (“gluing”) of various formants (suffixes or
prefixes), each of which carries only one meaning. Kazakh
and Turkish belong to the type of synthetic agglutinative
languages of the Turkic group of the Altai family. They have
a complex and rich morphology.

Our results (Tables 1,2) showed that algorithms are
based on machine learning techniques.

In this paper, we consider the binary classification of
words according to parts of speech. We decided to take the
most popular machine learning algorithms. In this paper,
the following approaches and well-known machine learning
algorithms are studied and considered. We defined 7 dictio-
naries and tagged 135 million words in Kazakh and 9 dictio-
naries and 50 million words in the Turkish language.

Many teams are currently working on the creation of
systems for morphological and syntactic analysis. In most
of the works, the authors limit themselves to considering
the morphological structure of the Kazakh or Turkish lan-
guages, carry out their comparative analysis. There are a
small number of studies on syntax and semantics. Our main
task is to demonstrate the connectivity of different levels
of analysis: morphological, syntactic and semantic. On the
example of the Turkic languages, in some cases this is easier
to do than for the Russian language. At the same time, this
choice is due to the active spread of the Turkic culture and
the fact that texts in these languages are widely represented
on the Internet.

When processing text in an agglutinative lan-
guage, it is wrong to try to isolate semantic anal-
ysis into a separate stage. This is directly related
to the peculiarities of word formation in languag-
es of such a structure. Already at the stages of
| morphological and syntactic analysis, semantic
relations arise. In this paper, we restrict ourselves
to considering the semantic relationships within
a single sentence. In the future, it is planned to
expand their list for marking up texts (sequences
of related sentences).

LGP was chosen as a tool that allows for syntactic and
semantic analysis of sentences.

The analysis is carried out by analogy with the as-
sembly of a puzzle (puzzles correspond to the analyzed
sentence) from its pieces (separate words). The language is
represented by a dictionary or vocabulary, which consists
of words and a set of allowed “puzzle forms” that words can
have. Usually, words in them consist of a base and affixes
added to it (suffix+ending), of which there are at least two
or three.

Currently, plug-in dictionaries have been developed for
English, Russian, Persian, Arabic, German, Lithuanian,



Vietnamese, and Indonesian. We have developed dictionar-
ies for the Kazakh and Turkish languages:

1. The methods of improving the quality of information
search based on the grammar of relations, including taking
into account the paraphrasing of sentences, are proposed.
The methods are based on the use of diagrams generated by
the LGP.

2. The analysis of works on agglutinative languages
was carried out, and as a result, a representative system of
links for the Turkic languages was developed, on the basis
of which the prototypes of the LGP software system for the
Kazakh and Turkish languages were implemented.

3. The models of determining the topics of texts in
natural language, the graphs associated with them, the cor-
responding concepts and quality assessments are studied.
The basis was the work of Niraj Kumar et al. The texts in
Russian, English, Kazakh and Turkish were considered.

4. A software toolkit for analyzing texts in natural lan-
guage has been implemented, including various algorithms:
determining the degree of proximity of sentences, construct-
ing graphs by sentences, calculating word weights, centrali-
ties and other characteristics. The created toolkit allows for
large-scale testing and improvement of information retrieval
algorithms in natural language, including the Kazakh and
Turkish languages, giving a high degree of relevance of the
result to the query. As a general conclusion, we can state
that as soon as we move away from simple metrics and such
factors as, for example, frequency and proximity, and try to
work with grammatical structures, the complexity of algo-
rithms increases significantly, and they also become much
less resistant to various modifications. However, in some
cases, significantly better results can be obtained. Compre-
hensive testing and participation of experts are becoming
particularly important. The proposed method seems prom-
ising, and variants of the Niraj Kumar algorithm that take
into account syntactic connections can even be represented
as limiting cases of generalization. In order to move further,
new ideas are needed.

During the implementation of the LGP software system
for the Kazakh and Turkish languages, technical difficulties
arose associated with the ordering of linguistic material,
with encodings and programs used. All questions have been
successfully resolved.

It should be noted that this work has development pros-
pects. It is likely that the proposed approach could be further
refined. Usually, heuristic algorithms are sensitive to small
changes in their constituent parts. The paper describes pos-
sible variations of the discussed algorithm. To find the best
configuration in which the algorithm will provide better re-
sults, you should test various possible combinations of vari-
ations of this algorithm on different data. It is also advisable
to involve experts to assess the quality of the modifications
of this algorithm, because it is people who can assess how
accurately the algorithm works. All this constitutes a huge
amount of work. It is also possible that while studying the
obtained test results, new opportunities for improving the
described algorithm will become visible.

7. Conclusions

1. In this paper, we created a rule-based algorithm for
dataset tagging. The proposed approach was successfully
evaluated for two agglutinative languages: Kazakh and
Turkish. Languages with a rich morphology open up much
more opportunities for labeling. The rule-based system
passes several tests after the segmentation and function
extraction stage. Analyzing affixes and word patterns, a set
of grammatical rules is used. Some examples in the paper
were shown when only the rules are applied. A rule-based
system is fairly easy to expand, maintain, and change. The
proposed approach can also be applied to other NLP pro-
cessing tasks.

2. In this paper, we conducted a comprehensive review
of machine learning algorithms for determining the part of
speech of the Kazakh language. The machine learning algo-
rithms for solving the problem of part of speech were tested.
We defined 7 dictionaries and tagged 135 million words in
the Kazakh language.

3. According to the test results, the best machine learn-
ing algorithms for parts of the Turkish language speech
were determined. In accordance with our goal, we defined
9 dictionaries and 50 million words in the Turkish language.

4. Special dictionaries of the Kazakh and Turkish lan-
guages for LGP were created. The analysis of works on
agglutinative languages was carried out, and as a result, a
representative system of links for the Turkic languages was
developed, on the basis of which prototypes of the LGP
software system for the Kazakh and Turkish languages were
implemented. On the basis of tagged datasets, we built ma-
chine learning models for faster future data labeling. For the
Kazakh language, logistic regression is the best approach
for nouns, adjectives, verbs, conjunctions, and postpositions,
with values of 0.7004, 0.7167, 0.6373, 0.781, and 0.6585,
respectively. Random Forest Classifier is the best method
for numerals and SVM Classifier is the best method for
pronouns and adverbs. However, the result for Turkish is not
the same. K-nearest neighborhoods is the most predictable
method for nouns, verbs, postpositions, and conjunctions,
whereas SVM is best for pronouns, numerals, and adverbs.
Logistic regression is the best machine learning method
for adjectives with a cross validation score of 0.9086, and
Decision Tree is the best machine learning algorithm for
foreign words (0.8973). The random forest method displays
the meanest results.
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