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1. Introduction

The method of distinguishing tumor borders from 
healthy cells is still a challenging mission in the medical 
habit. Fluid-attenuated inversion recovery (FLAIR) and 
Magnetic resonance imaging (MRI) modalities can provide 
physicians with excellent information concerning tumor 
penetration [1]. Brain tumors are the growth of abnormal 
cells or a mass in a brain. Several studies discussed the ap-
plication of Convolutional Neural Network (CNN) model 
as a deep learning architecture for MRI-based brain tumor 
segmentation by using magnetic resonance FLAIR imag-
es [2], multimodal MRI scans [3–5], and automatic semantic 
segmentation [6]. The study [7] presented 3D convolutional 
neural networks for tumor segmentation using long-range 
2D context, which was then updated to more accurately 
classify and detect brain cancer cells in MRI and com-
puterized tomography (CT) images using nano-contrast 
agents [8], and using dense residual refine networks for auto-
matic brain tumor segmentation in [9, 10]. Numerous kinds 

of brain tumors were discovered, which need accurate and 
early detection techniques. Currently, most diagnosis and 
detection methods rely on the decision of neuro-specialists 
and radiologists to evaluate brain images, which may be 
time-consuming and cause human errors.

U-Net Convolutional Neural Network (CNN) model is 
typically used for image segmentation. U-Net CNN model 
is a customized network, which has been introduced origi-
nally in [11]. It is called U-Net because it looks like U and 
the architecture itself contains two paths. Among numerous 
types of CNNs, U-Net architectures are the major fully 
convolutional network models for semantic segmentation 
in medical tasks. Current works show that U-Net networks 
can be significantly deeper to improve the performance of 
segmentation tasks. A network became deeper and may lead 
to redundant computation or gradient vanishing during 
training through adding extra layers directly. 

As a result, segmentation, detection, and extraction of con-
taminated tumor regions from magnetic resonance (MR) im-
ages is a major concern, but it is a time-consuming and labo-
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Brain tumors are the growth of abnormal cells or a 
mass in a brain. Numerous kinds of brain tumors were 
discovered, which need accurate and early detection 
techniques. Currently, most diagnosis and detection 
methods rely on the decision of neuro-specialists and 
radiologists to evaluate brain images, which may be time-
consuming and cause human errors. This paper proposes a 
robust U-Net deep learning Convolutional Neural Network 
(CNN) model that can classify if the subject has a tumor 
or not based on Brain Magnetic resonance imaging (MRI) 
with acceptable accuracy for medical-grade application. 
The study built and trained the 3D U-Net CNN including 
encoding/decoding relationship architecture to perform 
the brain tumor segmentation because it requires fewer 
training images and provides more precise segmentation. 
The algorithm consists of three parts; the first part, the 
downsampling part, the bottleneck part, and the optimum 
part. The resultant semantic maps are inserted into the 
decoder fraction to obtain the full-resolution probability 
maps. The developed U-Net architecture has been applied 
on the MRI scan brain tumor segmentation dataset in 
MICCAI BraTS 2017. The results using Matlab-based 
toolbox indicate that the proposed architecture has been 
successfully evaluated and experienced for MRI datasets 
of brain tumor segmentation including 336 images as 
training data and 125 images for validation. This work 
demonstrated comparative performance and successful 
feasibility of implementing U-Net CNN architecture in an 
automated framework of brain tumor segmentations in 
Fluid-attenuated inversion recovery (FLAIR) MR Slices. 
The developed U-Net CNN model succeeded in performing 
the brain tumor segmentation task to classify the input 
brain images into a tumor or not based on the MRI dataset
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deep learning CNN to classify the input brain images into a 
tumor or not based on the MRI dataset.

3. The aim and the objectives of the study

The study aims to build and train the 3D U-Net CNN 
including encoding/decoding relationship architecture to 
perform the brain tumor segmentation.

To achieve this aim, the following objectives are accom-
plished:

– to evaluate the developed 3D U-Net CNN by showing 
acceptable network accuracy and loss through the training;

– to classify if the subject has a tumor or not based on 
MRI of brain tumors segmentation task;

– to evaluate the proposed U-Net CNN architecture by 
comparing it with a well-known CNN model.

4. Materials and methods 

The main purpose of this project is to build a robust Convo-
lutional Neural Network (CNN) model that can classify if the 
subject has a tumor or not based on Brain Magnetic resonance 
imaging (MRI) scan images with acceptable accuracy for med-
ical-grade application. Deep learning is able to actually learn 
features, extract features, and make classifications. The predic-
tions are based on that features. The workflow of the developed 
segmentation for Brain Tumor MRI is shown in Fig. 1.

We will follow these steps and start with loading and 
cleaning the data. The MRI data set is publicly available and 
can be downloaded for free. It is essential to perform some 
pre-processing to crop and normalize the 3D MRI images. 
These images are also referred to as volumes. U-Net CNN 
model is shown in Fig. 2.

All blue boxes correspond to multi-channel feature maps. 
On top of the box, there is an indication of the number of 
channels, while at the lower-left edge of the boxes, the x-y-
size is provided. The white box represents copied feature 
map, while the arrows show different actions.

The left side of U-Net is called contraction path or encod-
er path, while that on the right is the expansion, expanding, 
or decoder path. The concatenation of in between feature 
maps is the reason to get localized information, which makes 
a semantic segmentation possible using the U-Net model.

In the developed U-Net architecture, there are three 
parts; the first part, on the left-hand side, is the downsam-
pling part from B1 to B6. The second part is the bottleneck 
represented by B7, and the third part is the optimum part 
from B8 to B13. To clearly explain the operation of the archi-
tecture, we divide it into two parts as shown in Fig. 3.

rious task conducted by radiologists or clinical experts, whose 
accuracy is solely dependent on their experience. As a result, 
the employment of computer-assisted technology becomes 
increasingly important in order to overcome these constraints.

2. Literature review and problem statement

The study [2] developed CNN-based fully automated 
detection and segmentation as an application of CNN on 
gliomas, which is the most aggressive and common type 
of brain tumors due to their rapid progression and infil-
trative nature. Although the study uses U-Net including 
encoding/decoding relationship architecture and demon-
strated that using U-Net has a comparative performance 
and is feasible compared to applying another deep learning 
CNN architectures, this work didn’t show the network 
loss and accuracy through training results. The paper [12] 
introduced brain tumor segmentations and grading of low-
er-grade glioma (LGG) for MRI imaging. This paper also 
discussed the grading and segmentation models using the 
same pipeline of FLAIR, T1-precontrast, and T1-postcon-
trast for 110 patients of LGG. The paper classified LGG by 
calculating the accuracy, sensitivity. However, this work also 
didn’t show the network loss and accuracy through training 
results, and didn’t provide more details about the model. A 
new study [13] introduced a new CNN architecture called 
DIU-Net model to integrate the modules; convolutional 
densely connecting by the Inception-Res within a U-Net 
architecture. Their experiments of combining 
the inception with dense connections mod-
ules with the U-Net were applied on images 
of the lung segmentation of CT Data from 
the benchmark Kaggle dataset, blood vessel 
segmentations from retina images, and the 
MRI scan brain tumor segmentations dataset 
in MICCAI-BraTS 2017. The limitation was 
that the dense-inception part was raising the 
growth rates that might lead to numerous 
parameters, making the architecture slower 
to train and further difficult. 

A way to overcome these difficulties can 
be a brain tumor segmentation of MRI imaging using a hybrid 
CNN in [14]. Although this work relayed on the measured 
accuracy to compare the performances of each of the SegNet3, 
SegNet5, U-SegNet, Res-SegNet, Seg-UNet, and U-Net, the 
study doesn’t show the network loss and accuracy through 
training results, and doesn’t provide more details about the 
model. Multi-perspective scaling CNN is proposed by [15] for 
high-resolution MRI brain segmentations. The simulation re-
sults of this work showed that the anticipated MPS-CNN and 
U-Net have better trade-off as compared with other algorithms 
like FCN, SegNet, Deep V3, CNN, and Deep FCN. A recent 
study [16] presented a Multi-modal cascaded U-Net architec-
ture based on Fully Convolutional Deep Network (FCN) and 
Deep Convolutional Neural Network (D-CNN) implemented 
to classify brain glioblastoma tumors into High-Grade (HG) 
and Low-Grade (LG). Multistage-based multi-modal image 
classification of brain tumors was also discussed by [17] using 
CNN to segregate and identify the tumor classes by applying a 
patch-wise classification method. The study results are 0.9636 
of accuracy and 0.9214 of sensitivity.

All this suggests that it is advisable to conduct a study on 
developing a brain tumor segmentation of MRI using U-Net 

 

 
  Fig. 1. Segmentation workflow for Brain Tumor MRIs
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well, and then we will pass it to two convolutional layers. 
The last layer for B13 is a 1×1 convolutional layer. Here we 
apply a sigmoid activation function, which will confine the 
pixel value in the range of 0 and 1. Therefore, the values on 
the last feature map will be confined in the range of zero and 
one. Connected components are employed to reduce false 
positives. Only one forward pass produces the segmentation 
masks for the whole brain slice.

The final output function is calculated by a soft-max 
pixel-wise at the final feature map together with the loss 
function of the cross entropy. The function of the soft-max 
is given by [18]:
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where pk(x) represents the maximum function approxima-
tion nearly equal to 1 when k has the maximum activation 
of ak(x), which represents the activation function channel k 
at the position of the pixel (x∈Ω) and (Ω⸦ℤ2). K denotes the 
classes’ number. pk(x)≈0 for all other k. The cross entropy at 
all positions is given by:
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where l: Ω→{1,……, K}, which is the true label of each pixel, 
while ω: Ω→ℝ, which is a weight map presented to provide a 
priority to some pixels during training.

A voxel is the 3D equivalent of a pixel. The 3D datasets 
are typically very large so a random patch extraction is used 
to avoid running out of memory as demonstrated in Fig. 4.

We intend to extract random patches from ground truth 
slices and the corresponding label information for training 
and validation as demonstrated in Fig. 5.

B1 represents the input image with size 256×256, and 
there are three channels for the input image of red, green 
and blue as an RGB image. There are different arrows in 
different colors. The green arrow indicates a convolutional 
layer with a kernel size of 3×3, and it comes with a ReLu 
function as an activation function. After passing it to the 
first convolutional layers, we are getting eight feature maps. 
The second convolutional layer has another eight feature 
maps passing then to a max pooling layer, which is repre-
sented by the red arrow. The kernel size for the max pooling 
layer is 2×2, which will extract the more important features 
from the previous feature maps. After passing it to the max 
pooling layer, the image size will become from 2562 to 1282. 
Then, the data pass to two 3×3 convolutional layers. At box 
B2, 16 feature maps basically do the similar things from B1 
to B6. At B7, the feature maps are taken from B6 and pass it 
to the max pooling layer. After passing the feature maps to 
the max pooling layer, an image size of 4×4 is obtained, and 
the number of filters is 256 in this case. This will pass to 2 
convolutional layers at B7, which is called bottleneck, which 
has one max pooling layer and up convolutional layer. After 
passing the feature maps to the up convolutional layer, 64 
feature maps are obtained with an image size of 8×8, and the 
grey arrow here means copy and crop, where the feature maps 
are copied from B6 and crop it to the feature maps at B8. The 
copy and crop here is getting more features from the previ-
ous boxes and attach it to the current box. After the copy 
and crop, more features are obtained for the official maps 
so the input for the boxes has more features. Then, the 
input at the gray box passes to two convolutional layers, 
and then go to up convolutional layers at B9. The image 
size here is 16×16, and a copy and crop is performed on 
the feature maps from B5 and concatenate it to B9. Then 
the input is passed to two convolutional layers. For box 
eight, we are doing a similar thing, from B8 to B13. At 
B13, we are concatenating the feature maps from B1 as 

Fig. 2. The architecture of U-Net CNN
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Fig. 3. The developed U-Net CNN architecture
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Next is to build and train the 3D U-Net CNN architec-
ture to perform the brain tumor segmentation because it 
requires fewer training images and provides more precise 
segmentation. We first create the layers, and then concat-
enate them. Training the network on the entire dataset 
takes a long time. Therefore, the pre-trained network is 
considered. We can see the network accuracy and loss 
through the training results and we perform segmenta-
tion on the test images to check the performance of our 
network.

5. Results of the proposed approach

5. 1. Results of network accuracy and loss through 
the training

The training network can be shown in Fig. 6, while the 
measurements of network accuracy and loss through the 
training are shown in Fig. 7.

Fig. 4. Random patch extraction datastore

 

 
  

 

 
a                                           b 

Fig. 5. Extraction of random patches from ground truth slices 
and the corresponding label data: 	

a – ground truth images; b – pixel labels

 

 
  Fig. 6. The training network 

 
  Fig. 7. The network accuracy and loss through the training results
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This result shows the application of the U-Net CNN to 
classify if the subject has a tumor or not based on brain MRI 
with acceptable accuracy for brain tumor segmentation tasks.

5. 2. Results of brain tumor segmentation
The dynamic representation of the predicted segmen-

tations as compared to the ground truth segmentations is 
shown in Fig. 8.

Since we used the Matlab-based toolbox, it is possible to 
utilize the 3D volumetric application to measure brain tumor 
defect as demonstrated in Fig. 9.

Fig. 10 shows samples of ground truth images with their 
corresponding predicted outcome from the U-Net CNN 
model from three different views. The yellow, green, red, 
and gray colors indicate the enhancing brain tumors and 
non-enhancing tumor. 

 

 

 

 
 

  Fig. 8. Dynamic representation of the predicted segmentations as compared 
to the ground truth segmentations

 

 
  

Fig. 9. 3D volumetric application to 
measure brain tumor defect

 

 

a
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Fig. 10. Ground truth images with their corresponding predicted outcome from U-Net CNN model: 	
a – top-views; b – side-view; c – bottom-view
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We’ve constructed a number of brain voxels transparent 
to visualize tumors, as depicted in Fig. 11.

Fig. 11. Brain voxels transparent

Fig. 11   demonstrates the label wall show-function to 
preview a label training image as tumors are located in brain 
tissues.

5. 3. Comparing the proposed U-Net CNN architec-
ture to the SegNet5 CNN model

The proposed U-Net architecture was implemented, 
and the accuracy of segmentation was assessed by compar-
ing it to a prominent CNN model for image segmentation, 
SegNet5. Fig. 12 depicts a set of ground truth photos along 
with the models’ anticipated output. The enhancing tumor, 
necrotic and non-enhancing tumor, peritumoral edema, and 
anything else are represented by the green, red, yellow, and 
gray colors, respectively.

Five metrics are used to assess how well the model per-
forms in segmentation tasks: global accuracy, mean accura-
cy, mean Intersection-Over-Union (IOU), weighted IOU, 
and mean BF-scores. The ratio of the highest correctly cat-
egorized pixels of one class to the entire number of pixels is 
referred to as global accuracy, whereas mean accuracy refers 
to the average percentage of correctly identified pixels for 
each class. The mean IOU is the averaged IOU of each class, 
commonly known as the Jaccard similarity coefficient. IOU 
can be defined by:

.
Tp

IOU
Tp Fp Fn

=
+ +
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Fig. 12. Comparison showing the brain tumor segmentation on the model: a – ground truth; b – SegNet5; c – proposed U-Net CNN
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True positives, false positives, and false negatives are de-
noted by the letters Tp, Fp and Fn, respectively. The weight-
ed IOU defines how many pixels of each class are weighted in 
the disproportion pixel class to prevent the larger class from 
overlapping the smaller class. Table 1 shows the segmenta-
tion performance parameters of the proposed and SegNet5 
CNN models.

Table 1

Performance evaluation for the proposed and 	
SegNet5 CNN models.

Model 
name

Global 
accuracy

Mean 
accuracy

Mean 
IOU

Weighted 
IOU

Training 
time

SegNet5 0.9625 0.9048 0.5587 0.9397 530 min

U-Net 0.9898 0.915 0.69313 0.9846 644 min

Therefore, the developed U-Net CNN architecture is 
introduced by modifying the upper/lower sampling module 
to replace the upper/layer pooling layer of the current U-Net 
architecture.

6. Discussion of experimental results of the proposed 
approach

In order to explain the results of this work, the network 
in Fig. 6 demonstrates the construction of the network, 
where it accepts inputs of dimension 64×64 and predicts the 
class associated to all the 64×64 pixels in a single forward 
pass. The network comprises an encoder and decoder. The 
encoder comprises convolutional layers and max pooling 
layer. The decoder comprises transposed convolution and 
convolutional layers. Skip connection is used in the network 
to combine low-level high-resolution features and high-level 
low-resolution features. 

For Fig. 7, the upper graph demonstrates the accuracy 
during the learning, which was found to be 0.96, while the 
cross-entropy loss was close to 0.132 after 71 epochs training 
(27411 iterations), which can be seen on the right side of the 
figure. The elapsed time here was 106 minutes as the hardware 
resource is a single CPU and not GPU. The dice similarity co-
efficient is used to measure the accuracy of the network, which 
is 85 % for the segmentation of brain tumors. Using deep learn-
ing for segmentation also allows for further classification. This 
work can be extended to identifying different types of demos. 

The figures (Fig. 8–11) show that the developed U-Net 
CNN is feasible, and the yellow, green, red, and gray colors 
indicate the enhancing brain tumors and non-enhancing 
tumors effectively.

Overall, the U-Net outperforms the other models (Seg-
Net5) and produces well-segmented output with accurate 
grading in each class. The training parameters are the most 
important consideration when calculating the computing 
time of a CNN. As a result, it is critical to set up all of the 
training parameters consistently across all models and to 
use the same dataset. Because it has fewer layers than the 
intended U-Net, the SegNet5 requires less time to train and 
took 530 minutes to finish.

The limitations of this work are that the developed 
U-Net CNN architecture takes more time to train because 
of using skip connections, as well as the number of layers and 
training settings. It is also solely applied to medical brain 
tumor images and also the need for adjusting the network 
element features, which reflects its disadvantages.

These limitations can be overcome by developing a pa-
rameter optimization technique combining the presented 
U-Net CNN architecture to tune the structure elements 
automatically.

7. Conclusions

1. The training accuracy and loss of the developed 3D 
U-Net CNN network to achieve the segmentation was 
acceptable, which are evaluated by showing 0.96 network 
accuracy and 0.132 losses.

2. The segmentation task of the MRI-based tumor sub-
ject was performed successfully after 71 epochs train-
ing (27411 iterations).

3. Because of using skip connections, as well as the 
number of layers and training settings, the suggested 
U-Net architecture takes more time to train (644 min-
utes), but it produces better segmentation results. After 
the network has been trained, it can be utilized for image 
segmentation. Image segmentation using the trained model 
takes only a few seconds. Manual tumor segmentation by 
clinical professionals, on the other hand, can take hours. 
The proposed image segmentation approaches are accurate, 
quick, and low-cost to deploy. This will aid doctors in mak-
ing a quick and precise diagnosis of a brain tumor, perhaps 
saving the lives of many people.
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