
Information technology

37

1. Introduction

Giving birth in a hospital during the Covid-19 outbreak 
is very risky, this is because the hospital is a very vulner-
able place for transmitting Covid-19. Currently, hospitals 
are prioritized for mothers who will give birth by cesarean 
section (C-section), because only hospitals have facilities 
for cesarean delivery. However, if mothers tend to be able 

to give birth normally, it is recommended to give birth in a 
midwife because the chance of being exposed to Covid-19 is 
much lower. Cesarean section or C-section is the process of 
giving birth to a baby, which is done by cutting the abdomen 
to the uterus of the mother. The incision in the abdomen is 
a way out of the baby from the womb. Doctors usually make 
long incisions in a horizontal direction just above the pubic 
bone. The method of giving birth by C-section is usually 
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Currently the hospital is a place that 
is very vulnerable to the transmission of 
Covid-19, so giving birth in a hospital is very 
risky. In addition, the hospital currently 
only accepts cesarean deliveries, while 
mothers who can give birth vaginally are 
recommended to give birth in a midwife 
because the chances of being exposed to 
Covid-19 are much lower. In general, this 
study aims to examine the performance of 
the LDA-SVM method in predicting whether 
a prospective mother needs to undergo a 
C-section or simply give birth normally. The 
aims of this study are: 

1) to determine the best parameters for 
building the detection model; 

2) to determine the best accuracy from 
the model; 

3) to compare the accuracies with the 
other methods. 

The data used in this study is the 
dataset of caesarian section. This data 
consists of the results of 80 pregnant women 
following C-section with the most important 
characteristics of labor problems in the 
clinical field. Based on the results of the 
experiments that have been carried out, 
several parameter values that provide the 
best results for building the detection model 
are obtained, namely σ (sigma) –5.9 for 
70 % training data, σ=4, –6.1 and  6.6 for 
80 % training data and σ=4 and 16 for 90 % 
training data. Besides, the results obtained 
show that the LDA-SVM method is able to 
classify the C-section method properly with 
an accuracy of up to 100 %. This research is 
also able to surpass the methods in previous 
studies. The results show that LDA-SVM 
for this case study generates an accuracy of 
100.00 %. This method has great potential to 
be used by doctors used as an early detection 
to determine whether a mother needs to go 
through a C-section or simply give birth 
vaginally. So that mothers can prevent the 
transmission of Covid-19 in the hospital
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ens computational time. Furthermore, in research [19], feature 
selection was applied to the voice-based data used in brain 
detection. The results showed that the SVM method combined 
with Kernel RBF on pre-processed data could produce high 
sensitivity and specificity values for detecting Parkinson’s dis-
ease. By obtaining the parameters needed to build an optimal 
model, this system is expected to help the medical field to make 
an early diagnosis of the birth method before taking action for 
cesarean section or normal delivery.

3. The aim and objectives of the study

The aim of the study is to examine the performance of the 
LDA-SVM method in predicting whether a prospective moth-
er needs to undergo a C-section or simply give birth normally.

To achieve this aim, the following objectives are accom-
plished:

– to determine the best parameters for building the de-
tection model;

– to determine the best accuracy from the model;
– to compare the accuracies with the other methods.

4. Materials and methods

In this section, we will discuss the machine learning meth-
ods used in this study such as Linear Discriminant Analysis as 
a reduction dimension model and Support Vector Machines as 
a classifier, research framework, dataset and evaluation model.

4. 1. Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) [20–22] is a statis-

tical method that is quite popular in solving cases related to 
pattern recognition. Initially, LDA was used to perform facial 
recognition. This method is known as Fisher’s Linear Discrimi-
nant. However, at this time, LDA is more widely used to extract 
important information from data and reduce data dimensions.

This method is basically intended to find linear combi-
nations of features that are the main characteristics, so that 
the data can be separated into two or more object classes or 
groups. Once the data has been processed using LDA, new 
data will have a more dispersed distribution and can finally 
increase recognition success. After that, the new data com-
bination obtained can be reprocessed using both linear and 
non-linear classification methods.

In this study, LDA is used to find the main characteris-
tics of the Caesar dataset and if possible, from the existing 
data, the researcher also reduces the dimensions so that it is 
expected that the results of the dimensional reduction can 
be classified properly by SVM. The following is the LDA 
algorithm. First of all, we will define the covariance matrix 
in class SW and the inter-class covariance matrix SB, each of 
which is exemplified as follows:
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1

;
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W k i k i
i x X
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where Xk is data in k-position, C is total class, Ni is the 
amount of data in class , μ is the average from all data and μi 
is the average data in class i. 

done around the 39th week, or when doctors recommend a 
mother to undergo this operation. Usually, the doctor will 
recommend a C-section if your pregnancy is at risk.

Compared to giving birth normally through the vagina, 
giving birth by C-section does require a longer healing time. 
That is why it is important to consult a doctor first before 
deciding to undergo this birthing procedure. C-section 
should generally be done if you experience certain com-
plications in pregnancy. These complications can usually 
complicate the process of giving birth normally or through 
the vagina. Even if forced to carry out normal childbirth, the 
risk is endangering the health and safety of the mother and 
baby. This is where the doctor will suggest the option of hav-
ing a C-section delivery. C-section can be planned from the 
beginning or the middle of pregnancy, or when complications 
arise before the time of giving birth.

The development of artificial intelligence in the medical 
field is very rapid. Some of them are diabetes detection [1–3], 
brain detection [4–6], cancer [7, 8], heart disease [9–11] and 
others. Disease detection using artificial intelligence has 
also been used by the medical team to be an early diagnosis 
in detecting an abnormal condition.

2. Literature review and problem statement

Currently, around the world, the number of babies born 
using cesarean section is increasing. By doing C-section, the 
woman or baby does not get any health benefits. Because of 
the importance of limiting the increased use of C-section in 
childbirth, this year, new guidelines on non-clinical inter-
ventions specifically designed to reduce unnecessary C-sec-
tion were published by WHO. In line with the directives 
provided by WHO, several researchers have also conducted 
research to reduce the potential use of the cesarean section 
method for delivery by developing an intelligent system to 
predict whether a mother needs to undergo a cesarean sec-
tion or only give birth vaginally. 

Research related to birth detection was conducted by [12] 
using machine learning methods such as Support Vector 
Machines (SVM), Random Forests (RF), Naive Bayes (NB), 
K-Nearest Neighbors (KNN) and Logistics Regression (LR). 
The results of the study [12] show that the average accuracy 
of machine learning detection results is relatively low. Mean-
while, research [13] used Neural Network and only produced 
an average accuracy of 80 %. This is probably due to the large 
data dimensions so that the classification method is not able to 
produce a good model. The same thing shown by research [14] 
is that the more features used, the greater the possibility of 
redundancy or irrelevance so that it can cause a decrease in 
classifier performance. One way to solve this problem is to do 
pre-processing in the form of dataset feature selection. That 
approach was also used to detect C-section births using numer-
ical data and signals [15]. The results of the study [15] showed 
the positive impact of using selection features in the form of 
increasing detection accuracy. While the study [16] related to 
cardiotocography (CTG) with 17 features, after reducing the 
dimensions, the accuracy obtained was more than 94 %. In 
addition, the same constraint was also found in the study [17] 
in the case of diabetes detection. Feature selection was used to 
identify important features in the data set. Feature selection is 
the key in increasing the accuracy of early diabetes detection 
using SVM. Meanwhile, research [18] shows that in addition 
to increasing detection accuracy, feature selection also short-
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So that the covariance matrix in class (SW) can be min-
imized then we maximize the covariance matrix between 
classes (SB). Next, we can determine the eigenvector (V) so 
that we can maximize the ratio of (3):

( )
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.
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T
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	 (3)

Resulting in a solution

= λ .B WS V S V 	 (4)

Then the eigenvalue (λ) and eigenvector (V) values of 
the covariance matrix (4) are found, namely:

( )−= 1
cov .B WS S 	 (5)

Because the LDA method discussed in this paper is 
the LDA method with 2 classes, the eigenvector used is c-1. 
The eigenvector value can be chosen based on the largest 
eigenvalue of the covariance matrix. After the eigenvector is 
known, the LDA feature can be determined by calculating: 
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Furthermore, the data that has been reduced is processed 
using SVM.

4. 2. Support Vector Machines
The method used in this study is the Support Vector Ma-

chine (SVM). In addition to use in the health sector, SVM 
had also been widely applied in other areas, i. e. pattern 
recognition [23], information retrieval [24], military [25], 

forest detection [26], etc. SVM is a classification method in 
data mining. SVM can also make predictions in both classifi-
cation and regression. Basically, SVM has a linear principle, 
but at this time SVM has evolved and then it can be utilized 
to solve non-linear cases. The way SVM works in non-lin-
early separable issues is to include the kernel concept. In this 
dimensionless field, we will seek a separator or often called a 
hyperplane. The hyperplane which SVM want to find is the 
one that can maximize the margin between two classes. We 
can find the best hyperplane between two data by estimating 
the edge and afterward finding the maximum point from the 
separator. The effort to find the best hyperplane as a class 
separator is the core of the process in the SVM method. The 
kernel function used in this study is the RBF kernel:
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i jK
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RBF kernel can be recognized as the squared Euclide-
an distance between the two feature vectors. Meanwhile, 
σ (sigma) is an independent parameter that needs to be set 
to generate the SVM model. 

4. 3. Research Framework
The framework of this study can be seen in Fig. 1. In this 

section, we will explain the dataset and evaluation methods 
used by this research.

In this study, first the data was pre-processed using LDA by 
reducing the dimensions. Then the data is divided into training 
and testing data. Furthermore, the training data is used to form 
a detection model that was developed based on the SVM meth-
od. In the next stage, the model that has been built is validated 
by testing it on training data and testing data.

 

Fig. 1. Research framework for LDA-SVM model
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4. 4. Cesarean Dataset
The dataset utilized in this investigation is the dataset 

of C-section [27]. This dataset contains data about cesarean 
section consequences of 80 pregnant mothers with the most 
significant attributes of giving birth issues in the clinical 
field. Table 1 shows the features used in the dataset. 

Table 1

Explanation of dataset features

Attribute Value

‘Age’ 
{22,26,28,27,32,36,33,23,20,29,25,37,24,18,30,40,

31,19,21,35,17,38}

‘Delivery number’ {1,2,3,4}

‘Delivery time’ {0,1,2}->{0=timely , 1=premature , 2=latecomer}

‘Blood pressure’ {2,1,0}->{0=low , 1=normal , 2=high }

‘Heart problems’ {1,0}->{0=apt, 1=inept }

Cesarean class {0,1}->{0=No, 1=Yes }

The dataset comprises 80 cases, made out 
of five ascribes, which are the most significant 
attributes of childbirth issues, specifically age, 
delivery number, delivery time, blood pressure 
and heart status. In this study, all features were 
extracted using LDA so that only important 
features were obtained that would be used in the 
classification stage.

4. 5. Confusion Matrix
To evaluate the performance of the classi-

fier, in this paper the author uses a confusion 
matrix. The confusion matrix is a method 
commonly used to calculate accuracy in the 
concept of data mining or decision support sys-
tems. To measure the performance of the LDA-
SVM method, researchers used accuracy as an 
evaluator. Accuracy can be described as the 
appropriate number of predictions divided by 
the total of all data. Prediction of the accuracy 
of the formation of classification models can be 
obtained as follows [28]: 

+
=

+ + +
accuracy ,

TP TN
TP TN FP FN

	 (8)

where TP or True Positive is the number of Caesar pa-
tients, which are correctly classified as C-section treatment. 
Then, TN or True Negative is the number of non-C-section 
patients, which are correctly classified as non-C-section 
treatment. Furthermore, FP or False Positive is the number 
of C-section patients who received non-C-section treatment. 
The last, FN or False Negative is the number of non-C-sec-
tion patients who received C-section treatment.

5. Research results of the birth detection method

5. 1. Finding the Best Parameters
The results of all the experiments can be seen in Table 2. 

In the early stages of implementation, we preprocessed the 
cesarean dataset using LDA. The results obtained are that 
there are two features with the largest eigenvalue or greater 
than 0. The two features are Delivery Number and Delivery 
Time with the eigenvalues results being 0.214713766357188 

and 1.70605365610297e-17, respectively. In the next stage, 
the data was reduced into two dimensions using only two 
corresponding features, then the data was divided into 
training data and testing data to then enter the classifica-
tion stage. The researcher divides the data into training 
data and testing data randomly ten times so that each same 
experiment will produce different data groups. The training 
data and testing data consisted of three groups, namely 70 % 
training data (30 % testing data), 80 % training data (20 % 
testing data) and 90 % training data (10 % testing data). 

The results of the performance evaluation for the optimal 
parameter values for both training and testing data can be 
seen in Table 2. We used two parameters in this classifica-
tion stage using SVM, namely C and Sigma. The C param-
eter value used is default while the sigma parameter used 
consists of three sets, namely: 

1) sigma value between 2^2 and 2^5 with an exponential 
increment of 1; 

2) sigma values between –10 and –3 in 0.1 increments; 
3) sigma values between 2.4 and 10 in 0.1 increments. 

5. 2. Finding the best accuracy from the model
Fig. 2 shows the results of the average accuracy of the 

training and testing data from all experiments. It can be seen 
that there is a trend of increasing the accuracy value, which 
is directly proportional to the amount of training data used 
from each experiment carried out.

Fig. 2. Average Accuracy for All Experiments

The lowest average accuracy was obtained in the eighth ex-
periment using the data composition of 70:30 with an accuracy 

Table 2

Accuracy for All Experiments

Exp
Sig-
ma

70 % 
Training

30 % 
Testing

Sig-
ma

80 % 
Training

20 % 
Testing

Sig-
ma

90 % 
Training

10 % 
Testing

1 5.9 67.86 70.83 –9.6 98.44 93.75 –9.6 97.22 100.00

2 3.6 62.50 58.33 –9.4 96.88 81.25 –9.4 98.61 100.00

3 2.4 62.50 70.83 –6.6 100.00 100.00 –6.6 97.22 100.00

4 2.4 64.29 70.83 –6.1 100.00 100.00 –6.1 97.22 100.00

5 2.4 64.29 62.50 –4.4 98.44 100.00 –4.4 98.61 100.00

6 2.4 62.50 62.50 4.0 100.00 100.00 4.0 98.61 100.00

7 4.0 66.07 70.83 4.0 100.00 100.00 4.0 97.22 100.00

8 4.0 55.36 58.33 4.0 98.44 100.00 4.0 100.00 100.00

9 4.0 66.07 58.33 16.0 93.75 81.25 16.0 98.61 100.00

10 4.0 66.07 83.33 16.0 95.31 100.00 16.0 100.00 100.00

Av-
erage

– 63.75 66.67
Av-

erage
98.13 95.63

Av-
erage

98.33 100.00
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value of 58. On the other hand, the highest average accuracy 
was also obtained in the eighth experiment with an aver-
age accuracy=99 % for the data composition of 80:20 and 
100 % for the data composition of 90:10. Meanwhile, the gap 
between each experiment is also relatively the same, name-
ly the proportion for 70:30 and 80:20 is around 30 % and 
between 80:20 and 90:10 is only less than 3 %. This is quite 
different for experiments 2 and 9 where the distance between 
each proportion of data can reach 1020 %.

5. 3. Comparison with the other methods
Table 3 shows the results of accuracy comparison us-

ing other methods that has have been carried out by other 
researchers [12, 13] on Caesar’s data. When compared 
with other methods that have been done before, namely 
SVM, Random Forest, Naive Bayes, Logistic Regression, 
K-Nearest Neighbors and Neural Network, the perfor-
mance of LDA-SVM is the best among the five other 
classifiers.

Table 3

Performance comparison with nother classifiers

Number Classifier Accuracy

1 SVM [12] 76.3 %

2 Random Forest [12] 95.0 %

3 Naïve Bayes [12] 76.3 %

4 Logistic Regression [12] 77.5 %

5 K-Nearest Neighbors [12] 95.0 %

6 Neural Network [13] 77.5 %

7 LDA-SVM* 100.0 %

Note: (*) conducted in this study

We can say that because of the right combination of 
methods and use of sigma parameters. We hope this re-
search can help the medical field in determining the birth 
method appropriately both in Indonesia and throughout 
the world.

6. Discussion of the research results of the birth 
detection method 

In the preprocessing stage, there are only two features 
that have eigenvalues greater than zero, namely Delivery 
Number and Delivery Time. The results obtained indicate 
that only two features play an important role in forming a 
good model. While other features such as age, blood pressure 
and heart problems can be ignored to avoid a decrease in 
classification performance. Based on the results of feature 
extraction using LDA, now we only need to use the new data 
with two dimensions. The results of Caesar’s data classifica-
tion using two dimensions showed mixed results. The high-
est accuracy of the LDA-SVM method was obtained when 
the data used for training were 80 % and 90 %, respectively. 
The classification results obtained are 100 % of the data can 
be classified correctly. Sigma parameters that produce per-
fect scores are 4, –6.1 and –6.6 on 80 % training data and 4 
and 16 on 90 % training data.

Based on Fig. 2, it can be seen that the highest av-
erage accuracy in the experiment with a composition 

of 70 % training data was 74.70 %, which was obtained 
in the 10th experiment with the sigma parameter used 
of 4.0. Meanwhile, the composition of 80 % training data 
is 100 %, which is obtained in experiments 3–7 with 
the sigma parameters used of –6.6, –6.1, 4.0 and 4.0, 
respectively. While the composition of 90 % training 
data is 100 % obtained in the 8th and 10th experiments 
with the sigma parameters of 4 and 16. Based on Table 2 
and Fig. 2, it can also be seen that the resulting increase 
in accuracy is not directly proportional to the greater 
sigma parameters used. In converse, based on the results 
of the average accuracy of each group of 70 %, 80 %  
and 90 %, the greater the data used as training data, the 
greater the accuracy obtained.

Eventually, when compared with the SVM method [12] 
with no reduction in dimensions through LDA, which only 
reached 76 %, in the case of Caesar’s data, it can be conclud-
ed that the accuracy of classification using SVM is affected 
by dimensional reduction using LDA. So, this model has 
great potential to be used by doctors as an early detection to 
determine whether a mother needs to go through a C-section 
or simply give birth vaginally.

This study has several limitations, one of which is that 
the data used must have the features as described in Table 1. 
Furthermore, because the determination of the delivery 
method is very decisive in determining the safety and health 
of mothers and babies, this research needs to get scientific 
validation from experts especially in the medical field. In 
addition, currently this study only evaluated one dimension 
reduction method and one kernel type for the classification 
method. For further development, researchers can try var-
ious other detection methods combined with other feature 
extraction models to compare and evaluate the performance.

7. Conclusions

1. Based on the results of dimension reduction using 
LDA, it is known that the most important features for 
making a classification model on cesarean data are Deliv-
ery Number and Delivery Time. Furthermore, the propor-
tion of dataset used as training and testing data in this 
study was 70:30, 80:20 and 90:10. The best parameters 
from each experiment were obtained when the parame-
ters (sigma) used were –5.9 for 70:30 data, sigma=4, –6.1 
and –6.6 for 80:20 training data and sigma=4 and 16 for 
90:10 training data.

2. The best accuracy obtained during the experiments 
for training and testing data respectively is 67.86 % and 
70.83 for 70:30 proportion, 100 % and 100 % for 80:20 
and 90:10.

3. Based on the results of experiments and comparisons 
with previous methods that have been done, it can be seen 
that LDA-SVM produces better accuracy than previous 
experiments. 
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